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And an Algorithm to Entangle Them All?

Social Credit, Data-Driven Governance and Legal
Entanglement in Post-law Legal Orders

  

In the sixth month, Gabriel the angel was sent from God to a town in Galilee
called Nazareth, to a virgin engaged to a man called Joseph, from the family
of David. [. . .] ‘Don’t be afraid, Mary’, said the angel to her. ‘You’re in favour
with God. Listen: you will conceive in your womb and will have a son; and
you shall call his name Jesus [. . .] The Lord God will give him the throne of
David his father, and he shall reign over the house of Jacob for ever. His
kingdom will never come to an end.’1

4.1 Introduction

The annunciation by Jessup2 of the birth of what would become trans-
national law conceived within the womb of Western (and then global)
jurisprudence imagined a transformed juridical order in which the
notion of law was broadened beyond the state (at least with respect
to a definable set of activities). These legalities, in turn, were to be
entangled3 to solve what before had been issues the resolution of which
could be undertaken solely by reference to the law of a state.4 But this

1 Luke 26:31.
2 P. C. Jessup, Transnational Law (Yale University Press, 1956).
3 E.g., N. Krisch, ‘The Open Architecture of European Human Rights Law’ (2008) 71
Modern Law Review 183–216 (‘we find different norms and actors competing for ultimate
authority; and since they lack a common legal frame of reference, they compete, to a large
extent, through politics rather than legal argument’).

4 L. C. Backer, ‘The Cri de Jessup Sixty Years Later: Transnational Law’s Intangible Objects
and Abstracted Frameworks Beyond Nation, Enterprise, and Law’, in P. Zumbansen (ed.),
The Many Lives of Transnational Law: Critical Engagements with Jessup’s Bold Proposal
(Cambridge University Press, 2019), pp. 386–418.
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‘good news’ did not immediately produce transformations in the halls of
the priestly castes charged with the preservation of the jurisprudential
order carefully nurtured in recognizable form from the time of Martin
Luther and centred on the state as the principal expression of regulatory
power through law.5 For this caste and the states they served, the solution
was, is and remains the law of conflicts and traditional private inter-
national law.6 However, the twenty-first century has seen a reluctant
acceptance in theory of the decentring of the state, and consequentially,
of the recognition of the rise of multiple centres of governance with
multiple forms of law.7 That conceptual recognition comes at least a
century behind early modern studies of its realities in some states.8 The
reluctance arises from the ideological consequences of such a conceptual
acceptance. At its limit, the fear produces a modernist panic9 about the
state of the state, and of law as its official language. Despite the need
expressed by some,10 there remains a reluctance to give up ‘the ultimately
law-focused epistemological mechanism still at work’,11 and thus to forgo
the post-1945 ambitions for a transformation of global politics based on
the self-reflexive state as the highest legitimate form of communal polit-
ical expression,12 the expression of which could be made legitimate only
when undertaken through the language of law.13 Indeed, ‘[t]he main

5 United Nations, Guiding Principles for Business and Human Rights: Implementing the
United Nations ‘Protect, Respect and Remedy’ Framework (United Nations, 2011), p. 7
(‘States individually are the primary duty-bearers under international human rights law,
and collectively they are the trustees of the international human rights regime’).

6 C. A.Whytock, ‘Conflict of Laws,GlobalGovernance, andTransnational LegalOrder’ (2016) 1
UC Irvine Journal of International, Transnational, and Comparative Law 117–40.

7 P. Zumbansen, ‘Transnational Legal Pluralism’ (2010) 1 Transnational Legal Theory
141–189; L. C. Backer, ‘Governance without Government: An Overview’, in G. Handl,
J. Zekoll and P. Zumbansen (eds), Beyond Territoriality: Transnational Legal Authority in
an Age of Globalization (Martinus Nijhoff, 2012), pp. 87–123.

8 E. Patrignani, ‘Legal Pluralism as a Theoretical Programme’ (2016) 6 Oñati Socio-legal
Series 707–25, at 711.

9 A. D. Smith, Nationalism and Modernism: A Critical Survey of Recent Theories of Nations
and Nationalism (Routledge, 1998), pp. 8–23, 221–8.

10 G. Teubner, ‘The Two Faces of Janus: Rethinking Legal Pluralism’ (1991) 13 Cardozo Law
Review 1443–62.

11 T. Duve, ‘European Legal History: Concepts, Methods, Challenges’, in T. Duve (ed.),
Entanglements in Legal History: Conceptual Approaches (Max Planck Institute for
European Legal History, 2014), pp. 29–66, at p. 58.

12 L. C. Backer, ‘God(s) Over Constitutions: International and Religious Transnational
Constitutionalism in the 21st Century’ (2008) 27 Mississippi College Law Review 11–65.

13 D. Dyzenhaus, ‘Hobbes and the Legitimacy of Law’ (2001) 20 Law and Philosophy
461–98.
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shortcoming of the extended conception of law advocated by anthropo-
logical and sociological approaches is the one pointed at by the so-called
pan-legalist objection: the problem of the distinctiveness of law from
other social normative orderings has been haunting the theorists of legal
pluralism until today’.14 In short, what factions of the leader class feared
most in the twenty-first century was precisely the consequences of legal
entanglements that might bring down their tightly woven conceptual
house.15

Yet that very rejection provides strong evidence not merely of its
existence but also of its effects, principal of which are the ruptures that
entanglement produces between these emerging centres of law/norms/
governance,16 both within and among the conventional nation state.17

It is within these spaces that one might seek both the meaning and
manner in which what Luhmann once described as structural coupling
might occur.18 These spaces without a space, these in-between spaces of
law (and governance), these fragmented but entangled legalities, have
assumed a spatial dimension.19 It is now understood as both a connector
(the trames20 through which spaces connect and communicate) but also
as its own normative territory within which those communications and
connections are not merely mediated but managed through complex
entanglements,21 or dynamic processes of communicative irritations.22

14 Patrignani, ‘Legal Pluralism as a Theoretical Programme’, 713; M. Croce, ‘All Law Is
Plural: Legal Pluralism and the Distinctiveness of Law’ (2012) 65 Journal of Legal
Pluralism and Unofficial Law 1–30.

15 J. Crowe, ‘The Limits of Legal Pluralism’ (2015) 24 Griffith Law Review 314–31.
16 N. Krisch, Beyond Constitutionalism: The Pluralist Structure of Postnational Law (Oxford

University Press, 2010); P. S. Berman, Global Legal Pluralism: A Jurisprudence of Law
beyond Borders (Cambridge University Press, 2012).

17 M. Davies, ‘Legal Pluralism’, in P. Cane and H. M. Kritzer (eds), The Oxford Handbook of
Empirical Legal Research (Oxford University Press, 2010).

18 N. Luhmann, The Differentiation of Society (Columbia University Press, 1982).
19 A. Bianchi, International Law Theories: An Inquiry into Different Ways of Thinking

(Oxford University Press, 2016), pp. 227–31.
20 Here understood both as a side path (e.g. and ironically here, Sallust (c.40 BC) C. 57, 1:

‘uti per tramites occulte perfugeret in Galliam Transalpinam’; J. 48: ‘per tramites occultos
Metelli antevenit’) but also as a way of life or course or manner of engagement (e.g.
Lucretius. (c.55 B.C.) 6, 27: ‘ab aequitatis recto tramite deviare’).

21 G.-P. Calliess and P. Zumbansen, Rough Consensus and Running Code: A Theory of
Transnational Private Law (Hart Publishing, 2010).

22 G. Teubner, ‘Legal Irritants: Good Faith in British Law or How Unifying Law Ends Up in
New Differences’ (1998) 61 Modern Law Review 11–32.
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The budding focus on the interspatial carries with it both promise and
challenge. The promise: an interspatial gap filling in all of its complexities
and theoretical possibilities. This has been the central exploration of
entanglements among law, norms, rules and habits with coercive effect.23

The challenge is centred on the risk of boundaries without end: of the
permanent and quite dynamic cacophony of borders that is produced by
the obsession with the interfaces between bodies of norms that them-
selves create borders within the space between norm systems for which
other interfaces are necessary.24 The problem of the never-ending spaces
between spaces, where every law system defines its own inter-spaces,
becomes self-entangling, and might itself be undergoing an extra-spatial
transformation. That extra-spatial form of governance – in which space
loses its centrality and law changes its forms and function – is the object
of the exploration here.
More specifically, the chapter considers the emergence of data-driven

analytics and the algorithmic techniques of imposing consequences
(some of it machine driven, on the basis of artificial intelligence (AI))25

as defining not just new modalities of governance but also reshaping the
conception of spatiality within which entangled governance happens,
national and transnational, public and private. So reshaped, these data-
driven governance legalities entangle with traditional modes of govern-
ance through law in what may be new and interesting ways. These
‘social credit’ ratings, risk management, assessment, accountability or
compliance systems have been established as a means to aid traditional
governance;26 yet they have the potential to displace the structures of
governance they are meant to serve. But more than that, they may well
change the landscape and language in which one encounters legal
entanglements and its operational effects. The thesis of this chapter is
simple: legal entanglement has moved beyond the two-dimensional space

23 Berman, Global Legal Pluralism; G. Teubner, ‘“Global Bukowina”: Legal Pluralism in the
World Society’, in G. Teubner (ed.), Global Law without a State (Ashgate, 1997).

24 Cf. H. Nagendra and E. Ostrom, ‘Polycentric Governance of Multifunctional Forested
Landscapes’ (2012) 6 International Journal of the Commons 104–33.

25 People’s Republic of China, ‘Chinese State Council released the New Generation AI
Development Plan (新一代人工智能发展规划的通知)’ (July 2017), www.gov.cn/
zhengce/content/2017-07/20/content_5211996.htm; see European Commission website
on Digital Single Market, Policy, Artificial Intelligence (2019), https://ec.europa.eu/
digital-single-market/en/artificial-intelligence.

26 See, e.g., essays in K. E. Davis, A. Fisher, B. Kingsbury and S. E. Merry (eds), Governance
by Indicators: Global Power through Quantification and Rankings (Oxford University
Press, 2012).
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for engagement envisioned by Jessup and his successor. Entanglement
was once confined to states, other governance institutions and between
them all. That engagement was built around and with the traditional
language of law and jurisprudence. Increasingly, the emerging quantita-
tive legalities built around AI and big data management systems (e.g.
social credit initiatives) that are neither dependent on the forms and
techniques of law nor on the bureaucratic apparatus of state entangle
more decisively with conventional and plural law and norm systems.
These add an additional layer of actor (the ‘market’, the analyst, the
modeller, the systems engineer, the coder) and seek to displace the
language of law and jurisprudence with the language of data-based
analytics applied towards a comprehensive management of behaviour.
The resulting entanglement may reshape the meaning and making of
entanglement itself. At its limit, this reshaping will have a particular
effect on the way in which conventional plural legalities, until now the
singular feature of globalized law frameworks, may be assembled through
dynamic and sometimes unstable entangled linkages and rationalized by
a regulatory algorithm that may come to manage them all.27

This contribution, then, considers governance entanglement between
the entangled legalities of law-norm systems and the legalities emerging
from data-driven systems of behaviour management. The realities of
emerging legalities that exceed the capacity of law to express their form
require a three-dimensional analysis of entanglement and a broader view
of legality, one that reconsiders data-driven, machine-administered regu-
latory systems more than an enhanced form of property.28 One deals
here not just with the flattened inter-legalities of the traditional structures
of ordering power by rules. Instead, one must now understand the way
those clusters of entanglement themselves are entangled with emerging
modalities of law/regulation/norms which have come to form the centre
of what is understood as plural legalities.

27 J. R. R. Tolkien, The Fellowship of the Ring (Random House, 1954), chapter 2. That extra-
spatiality is nicely captured through what is now a sadly hackneyed and often quoted
passage from a well-known book which provides a rich metaphor for multidimensional
entanglement, rings of power for all communities to each bind themselves and ‘One Ring
to rule them all, . . . to find them, . . . to . . . bind them.’

28 E.g., OECD, ‘OECD Council Recommendation on Artificial Intelligence’ (adopted
21 May 2019) OECD/LEGAL/0449, https://legalinstruments.oecd.org/en/instruments/
OECD-LEGAL-0449.
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Section 4.2 briefly sketches the characteristics of emerging legalities
that neither embrace the form nor the language of law. The two sections
that follow examine the nature of inter-systemic entanglements which
occur when data-driven governance legal orders29 are thrown into the
already plural mix of legalities. Two principal forms of data-driven
governance have emerged that are increasingly linking to traditional
legalities.30 The first is the Chinese ‘social credit’ initiative, which
emerged in its current form in 2014, and is an undertaking by the present
administration of the Chinese government that is meant to produce an
all-around approach to ensuring compliance with law and social respon-
sibility under the guidance of the state. The second are US and Western
private initiatives around emerging markets for data. These are framed
around principles of governance, risk management and compliance.
With respect to each, the nature and textures of entanglement that
encounters between traditional plural legalities and data-driven govern-
ance systems produce is considered. These entanglements present a
distinct challenge, the challenge of linguistic disjunction, for the man-
agement of human organization. While law- and norm-based systems
speak the same language, data-driven governance does not.
Communicative disjunction may have profound effects on the nature
and quality of entanglement, producing a competition for the lingua
franca that may affect the way in which law is expressed, and may
threaten the plurality of law.31 Each also exhibits quite distinct charac-
teristics and therefore quite different forms and qualities of entangle-
ment, suggesting a more complex fracture and interaction among ever
more different systems of legalities that are emerging in fractured polit-
ical systems arranged around global trade regimes.

4.2 The Construction of Data-Driven Operating Systems

The governance consequences of data-driven compliance and risk man-
agement systems, and of the informal systems of ratings and assessment,
has only recently exploded into the popular imagination of academics

29 T. C. Halliday and G. Shaffer (eds), Transnational Legal Orders (Cambridge University
Press, 2015).

30 At greater length in L. C. Backer, ‘Next Generation Law: Data-Driven Governance and
Accountability Based Regulatory Systems in the West and Social Credit Regimes in
China’ (2018) 28 Southern California Interdisciplinary Law Journal 123–72.

31 E.g., J. House, ‘English as Lingua Franca: A Threat to Multilingualism?’ (2003) 7 Journal
of Sociolinguistics 556–78.
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and others.32 What started as an effort to rationalize the emerging
techniques of indicators,33 as a means of governance, quickly became a
study of these techniques, increasingly systematized, as governance.34

The recognition of algorithmic governance appeared like a direct and
hidden threat to the carefully constructed public structures of law and
governance systems.35 Just as it seemed that theory could come to grips
with the possibility of law (governance) systems beyond the state, the
entire framework of law systems themselves seemed to be sidelined by
data-based algorithmic systems to which law and norms appeared to be a
stranger. And these challenges have come to the West in forms that
appear to conflate the operations of Marxist-Leninist government with
Western democratic markets-driven polycentric (plural) governance.36

Yet these judgements ought not to deter from considering the (inevitable
it seems) rise of these systems in both China and the West, and the
additional layer of entanglement they add to the emerging formal and
public systems of governance that constitute global legal polycentric
(pluralist) governance.37 To that end, a brief exploration of the shape
of social credit initiatives fuelled by AI and machine learning-enabled
algorithms is worth considering.
The rise of social credit initiatives (ratings and data-driven governance

in the West) and big data management systems (as a means to imple-
ment these governance frameworks) appears to further entangle legalities
in perhaps unexpected ways. It takes as its starting point the significant
drive towards accountability and measurement in governance incarnated
through rankings and ratings. Administration of rankings and ratings
then devolves to the institutions that administer and along with that
devolution goes the power to determine what behaviours will be valued,
and in what amount, to rank and rate. In effect, the indicator acquires

32 F. Pasquale, The Black Box Society: The Secret Algorithms That Control Money and
Information (Harvard University Press, 2016).

33 S. E. Merry, The Seductions of Quantification: Measuring Human Rights, Gender Violence,
and Sex Trafficking (University of Chicago Press, 2016) (measurement systems constitute
a form of power).

34 Backer, ‘Next Generation Law’.
35 Pasquale, The Black Box Society.
36 M. Harris, ‘The Moral Hazard of Big Data’, New Republic (6 February 2015), https://

newrepublic.com/article/120987/pasquales-black-box-challenges-digital-sphere-run-
algorithms.

37 E. Ostrom, ‘Beyond Markets and States: Polycentric Governance of Complex Economic
Systems’ (2010) 100 American Economic Review 641–72.
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regulatory autonomy. Thus characterized as a regulatory system, it is
then entangled with traditional law-norm systems.38 If law and norms –
traditional governance – are grounded in the supremacy of space, of
territory, then how is one to approach governance orders that might
themselves be detached from traditional spatial limitations? That is the
principal focus of this chapter. It considers the emergence of what might
eventually be understood as a legal/normative order that has arisen not
from the need to organize a territory, within which people and things are
corralled, but generated from and centred on the objects of regulation
themselves. The emerging systems that have been referenced in this
chapter as ‘social credit’ initiatives offer a glimpse at a governance
operating system quite distinct from the legal/normative systems that
have served as the building blocks first of the Westphalian state system
(in its domestic and international elements), and thereafter the poly-
centric systems that mark this transnational age.39

In place of legal/normative systems driven through the construction of
an apparatus of government within territories (physical or abstract) it
fashions a system driven through data generated by people and things.40

38 Consider the example of corruption, one well examined in the essays in S. E. Merry, K. E.
Davis and B. Kingsbury (eds), The Quiet Power of Indicators: Measuring Governance,
Corruption, and Rule of Law (Cambridge University Press, 2015). In this case trans-
national measures inform international instruments that then inform national transpos-
ition of corruption measures. These, in turn, are substantially affected by systems of
analytics of performance built around proprietary assessments of corruption compliance
that are framed around these legal principles and rules, but which are interpreted and
quantified in ways that reflect the values and objectives of the analysts and coders
preparing the analytical framework (and providing quantifiable values to identified
actions). See, e.g., D. Kaufmann, A. Kraay and M. Mastruzzi, ‘Measuring Corruption:
Myths and Realities’, World Bank (April 2007); Transparency International, ‘Corruption
Perceptions Index’ (2019), www.transparency.org/research/cpi/overview; O. E.
Hawthorne, ‘Do International Corruption Metrics Matter? Assessing the Impact of
Transparency International’s Corruption Perceptions Index’, PhD thesis, Old
Dominion University (2012), https://digitalcommons.odu.edu/gpis_etds/50.

39 M. Zürn, A. Nollkaemper and R, Peerenboom, ‘Introduction: Rule of Law Dynamics in an
Era of International and Transnational Governance’, in M. Zürn, A. Nollkaemper and R,
Peerenboom (eds), Rule of Law Dynamics in an Era of International and Transnational
Governance (Cambridge University Press, 2012) pp. 1–18.

40 L. C. Backer, ‘Global Panopticism: Surveillance Lawmaking by Corporations, States, and
Other Entities’ (2008) 15 Indiana Journal of Global Legal Studies 101–48. These data-
driven systems can be aligned with and enhance control over a territory/population in the
manner of Foucault’s bio-politics. See T. Lemke, ‘“The Birth of Bio-Politics”: Michel
Foucault’s Lecture at the College de France on Neo-Liberal Governmentality’ (2010) 30
Economy and Society 190–207; M. Foucault, Society Must Be Defended: Lectures at the
Collège de France, 1975–1976, trans. D. Macey (St. Martin’s Press, 1997). The notion of
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Data substitute for custom and tradition; data-driven governance substi-
tutes the language of counting for the more qualitative descriptive lan-
guage of practice. Governing organs substitute, in place of custom and
tradition, the quite precise data warehouse, one with a vocabulary and
rule of normativity all of its own.41 It can be filled constantly with the
detritus of daily activity – at the market, on the web, in the car, on the
street, in the store, etc.42 These can be used for a variety of ends, some of
them public, but in the process entangling the normative decisions about
character of data for the content of norms.43 In the place of policy and
principle one encounters data analytics. Choice ceases to be politically
potent only within the electoral field; all choices become political as they
point behaviour managers to desires and habits of the masses producing
data. In lieu of debate there is analytics. The framing of that analysis, that
is the judgements and principles embedded in those analytics, is not
subsumed within the algorithm. The algorithm itself is the expression of
the sum of the objectives and perspectives of those for whose objectives
the algorithm is deployed. In lieu of principles, then, there are presump-
tions and the self-created limitations of data fields that create the

population, however, has long breached the political borders of territorial states (see
Backer, ‘The Cri de Jessup Sixty Years Later’). Consider in this case the entanglements of
public, private and data-driven systems in the operation of social media platforms like
Facebook. Facebook’s rules with respect to posts on its platform represent the uneasy and
unstable product of collisions between public law (e.g. the EU General Data Protection
Regulation (O. Solon, ‘How Europe’s “Breakthrough” Privacy Law Takes on Facebook
and Google’, The Guardian, 19 April 2018)), private regulation (Facebook’s normative
rules for acceptable content and procedural rules for content removal (J. C. Wong and O.
Solon, ‘Facebook Releases Content Moderation Guidelines—Rules Long Kept Secret’, The
Guardian, 24 April 2018)), Facebook’s algorithms (how Facebook determines post views
on newsfeeds, for example), and in 2020 a private quasi-judicial Oversight Board consti-
tuted by Facebook as its own internal judicial-administrative body, ‘a 20-member inde-
pendent panel that will rule on which posts can be blocked as false or as hate speech or
harassment’ (New York Post Editorial Board, ‘Facebook’s New “Supreme Court” Looks
Like a License to Censor’, New York Post, 7 May 2020).

41 R. Kimball et al., The Data Warehouse Lifecycle Toolkit, 2nd ed. (Wiley, 2008); H.
Edelstein and R. C. Barquin, Planning and Designing the Data Warehouse (Simon &
Schuster, 1996).

42 Cf., essays in J. Wang (ed.), Data Warehousing and Mining: Concepts, Methodologies,
Tools, and Applications (IGI Global, 2008).

43 This is particularly true in the West in the context of cyber criminality. Cf. I.-Y. Song
et al., ‘Designing a Data Warehouse for Cyber Crimes’ (2006) 1 Journal of Digital
Forensics, Security and Law 5–22; L. C. Backer, ‘Chinese Strategies to Combat
Corporate Corruption: From a “Two Thrust Approach” to a “Two Swords One Thrust
Strategy” of Compliance, Prosecutorial Discretion, and Sovereign Investor Oversight in
China’ (2019) 152 International Lawyer 1–45.
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boundaries within which choices are cabined. These are the structures of
conventional governance, but now deployed in a quite different space.
But these are not normative orders in the traditional sense. That

fundamental characteristic suggests the opportunities and challenges that
these emerging systems represent. Social credit initiatives – data and
algorithmic orders – change the relation among governance actors,
decentring the judge, the regulator and the social actors, in favour of
those who can manage, organize and apply metrics to some end or other
(that is to the same ends of law). Yet they do not mediate relations among
norms so much as absorb them all in furtherance of extra-spatial object-
ives – to focus on behaviours in a self-reflexive loop founded on
behaviour-generated data, the vectors of which may be modified through
systems of real-time rewards and punishments (of individuals and insti-
tutions, including governmental and economic institutions). These
orders, then, are not so much enmeshed as they are ubiquitous – serving
both as techniques of management, and as the primary structures of
regulation themselves. Absorption does not mean elimination; it posits
an entanglement of a different order – between conventional govern-
mental orders, the entanglements of which continue to produce norms,
but their interpretation and application, that is the way these norms are
given meaning, entangle conventional legalities with the analytic legal-
ities of the algorithm and the entanglement of choices made between
techno-experts, coders and public or private officials. These characteris-
tics became much more visible in the context of the Covid-19 pandemic
where the entanglement of simulation and conventional political legal-
ities became the central regulatory element of institutional responses to
the virus.44

It follows then that the anticipated entanglements become more con-
fused where one set of systems (law/regulation) continues to posit that
metrics-based governance is merely technique, rather than a regulatory
system in its own right. The interspatial, and its data-driven forms,
produces a quite distinctive template for the conceptual construction of
law/norms between law/norm systems; and it emerges with its own
language and sensibilities in ways that are not yet completely clear.
Every political culture approaches the emerging realities of ‘artificial

44 L. C. Backer, ‘Simulating Politics in the Shadow of COVID-19: “Like the School Nurse
Trying to Tell the Principal How to Run the School”’, Law at the End of the Day blog
(4 May 2020), https://lcbackerblog.blogspot.com/2020/05/simulating-politics-in-shadow-
of-covid.html.
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intelligence’, machine learning and the data-driven governance that is
sometimes its object, in ways that tend to affirm cultural expectations and
points of view. Where cultures are obsessed with particular conceptions
of privacy and property, the result is an engagement that is centred on
political constraints against states and enterprises, on the management of
markets for data and at the same time on an enhanced methodology of
data-driven analytics to deepen cultures of compliance, assessment and
accountability.
In liberal democratic states, that focus also has constitutional and

political dimensions.45 Thus, the regulatory machinery of the European
Union has lately been tasked to manage data under the presumption of a
hierarchy of authority that further presumes the normative nature of law
and the mechanical nature of data and their analytics. Data and data
processing ‘should be designed to serve mankind. The right to the
protection of personal data is not an absolute right; it must be considered
in relation to its function in society and be balanced against other
fundamental rights, in accordance with the principle of proportional-
ity.’46 There is a particular aversion to the forms of data-driven intrusions
from the economic sector (the ‘for hire’ fields) on the formalities and
rituals of exogenous democratic expression.47 And, of course, there is an
equal obsession with theft of information48 and its misuse.49 And yet,
even as its elites offer the protection of law, it manages that data which
itself manages behaviour.

A tiny microchip inserted under the skin can replace the need to carry
keys, credit cards and train tickets. [. . .] The small implants were first
used in 2015 in Sweden – initially confidentially – and several other

45 P. N. Howard, S. Woolley and R. Calo, ‘Algorithms, Bots, and Political Communication
in the US 2016 Election: The Challenge of Automated Political Communication for
Election Law and Administration’ (2018) 15 Journal of Information Technology &
Politics 81–93.

46 Regulation 2016/679 of 27 April 2016 on the protection of natural persons with regard to
the processing of personal data and on the free movement of such data, and repealing
Directive 95/46/EC (General Data Protection Regulation), OJ 2016 No L119, 4 May 2016
(‘GDPR’), preamble, section 4.

47 N. Statt, ‘The Justice Department and FBI Are Reportedly Investigating Cambridge
Analytica over Facebook Scandal’, The Verge (15 May 2018), www.theverge.com/2018/
5/15/17358802/facebook-cambridge-analytica-justice-department-fbi-investigation.

48 A. Narayanan and V. Shmatkov, ‘Robust De-anonymization of Large Sparse Datasets’,
Proceedings of the 2008 IEEE Symposium on Security and Privacy (2008), www.cs.utexas
.edu/~shmat/shmat_oak08netflix.pdf, pp. 111–25.

49 General Data Protection Regulation.
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countries. Swedes have gone on to be very active in microchipping, with
scant debate about issues surrounding its use, in a country keen on new
technology and where the sharing of personal information is held up as a
sign of a transparent society.50

Thus combined, there is a tension between the centrality of the individual
as the incarnation of data, and the utility of data in the production of
economic goods with great disciplinary effects. This debate has been
refined in the context of the Covid-19 pandemic, which has produced a
substantial entanglement between data-driven indicator systems,
national and international law and regulation in ways that will take some
time to untangle.51

On the other hand, where cultures are obsessed with communal
solidarity and the protection of stability around socio-political core
values as the basis for legitimate social organization and operation, then
the result is an engagement that is centred on issues of surveillance, of
detection, and of management of behaviour around key societal prin-
ciples. There is a particular aversion to antisocial behaviour as a politic-
ally destabilizing force.52 Feng Xiang, a law professor at Tsinghua
University, recently spoke about the end of markets: ‘[i]f AI rationally
allocates resources through big data analysis, and if robust feedback loops
can supplant the imperfections of “the invisible hand” while fairly
sharing the vast wealth it creates, a planned economy that actually works
could at last be achievable’.53 He might not be wrong about AI and
markets; even the Cubans have sought to turn their economic planning
into the rudiments of complex algorithms.54 Yet this culture shares with
the other a mania for observation – and for punishment and reward
based on that power to observe,55 one which is incompatible with the

50 AFP, ‘Thousands of People in Sweden get Microchip Implants for a New Way of Life’,
South China Morning Post, 13 May 2015.

51 UN CESCR, ‘Statement on the Coronavirus Disease (COVID-19) Pandemic and
Economic, Social and Cultural Rights’ (adopted 17 April 2020) UN Doc. E/C.12/2020/1.

52 D. Zhang, H. Peng, Y. Haibin and Y. Lu, ‘Crowd Abnormal Behavior Detection based on
Machine Learning’ (2013) 12 Information Technology Journal 1199–205.

53 F. Xiang, ‘AI Will spell the End of Capitalism’, Washington Post, 25 April 2018.
54 L. C. Backer, ‘The Algorithms of Ideology in Economic Planning: A Critical Look at

Cuba’s National Economic and Social Development Plan 2030’ (2017) 27 Cuba in
Transition 115–36.

55 S. Leng, ‘Big Data to Give China Edge over the West’, South China Morning Post,
21 January 2018.
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values of property and rights-based legal orderings.56 And yet, even as
there is a movement towards the overt management of behaviour
through data, there is as well an obsession to ground that regulatory
approach within the structures of regulation – in this case a regulation
that protects the integrity of data and its use by the state and its delegees.
Data and consequence (accountability for business, incentive to encour-
age preferred behaviours and punish violations of behaviour norms) thus
combined, focus on stability and order in social development.

4.3 Chinese ‘Social Credit’ Systems: The State at the Centre

Social credit is a deeply entangled system; it is a system that will eventu-
ally apply to all legal actors, persons, institutions, officials and foreigners
in or seeking to engage with China and Chinese actors.57 It is more than
that – it has been created as a nexus point between the constituting role
of law (as well as the normative guides that are its rules) and the
evaluative function of data-driven analytics.58 It sits at the borderlands
between a rating-evaluation system and systems of legal regulation. It is
also entangled with the core political premises that drive Marxist-
Leninist political economy in China under the leadership of the

56 L. Fan, V. Das, N. Kostyuk and M. M. Hussain, ‘Constructing a Data-Driven Society:
China’s Social Credit System as a State Surveillance Infrastructure’ (2018) 10 Policy &
Internet 415–53.

57 Fan et al., ‘Constructing a Data-Driven Society’.
58 The Covid-19 pandemic has provided a powerful if simple illustration of how this works

in China. In order to better manage responses to the Covid-19 pandemic, Chinese
residents were each assigned a colour code representing a rating of contagion risk. That
risk rating is administered through Alibaba, a private enterprise. It has developed the
Alipay Health Code which adds a health colour code to each person’s Alipay account
(held by the vast majority of individuals). To access the rating each account holder
downloads an app. The system of data-driven colour coding (the analytics of which
remain opaque) are then used by other actors (state and private) to determine whether
the individual will be required to quarantine, and whether the individual will be granted
access to places of business or public spaces. The ranking data are shared with state
authorities and aligned with the state’s regulations and policies respecting Covid-19
mitigation measures. P. Mozur, R. Zhong and A. Krolik, ‘In Coronavirus Fight, China
Gives Citizens a Color Code, with Red Flags’, New York Times, 1 March 2020; X. Wǎng,
‘Zhīfùbǎo jiànkāng mǎ 7 tiān luòdì chāo 100 chéng shùzìhuà fángyì pǎo chū “zhōngguó
sùdù’ (‘Alipay Health Code Implemented in 100 Cities in 7 Days: Digital Epidemic
Prevention at China Speed’), Xinhuanet, 19 February 2020, www.xinhuanet.com/tech/
2020–02/19/c_1125596647.htm.
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Communist Party of China (CPC).59 Its autonomous and systemic char-
acter was emphasized from the beginning:

It is founded on laws, regulations, standards and charters, it is based on a
complete network covering the credit records of members of society and
credit infrastructure, it is supported by the lawful application of credit
information and a credit services system, its inherent requirements are
establishing the idea of an sincerity culture, and carrying forward sincerity
and traditional virtues, it uses encouragement to keep trust and con-
straints against breaking trust as incentive mechanisms, and its objective
is raising the honest mentality and credit levels of the entire society.60

Yet one notes the entanglement – the system is constituted through law,
but is established as autonomous from the law system around which it
operates. The object is to establish a structure for managed entanglement
within the state. Each, in turn, requires the production of a self-reflexive
legality whose operation is entangled with those of the normative polit-
ical, societal and economic order. Its mechanism, machine learning and
AI, the entanglement of a rule system for AI and AI as law itself was also
elaborated by the State Council in 2017.61 ‘Social credit systems are
centered on ratings. Ratings are derived, in turn, from data generated
by what is being rated—individuals, businesses, public and private insti-
tutions, and eventually even [CPC] members. To that end, it is necessary
to manage data production as it is to manage the analytics and conse-
quences drawn from the data.’62

Social credit initiatives have as their object the development of a
national reputation system, assigning a rating that reflects a qualitative
judgement of relevant data gathered about the subject. Reputation, itself,
embraces notions of sincerity, and of integrity and compliance, in
accordance with the standards and objectives overseen by the state.
Four areas are identified: ‘sincerity in government affairs’ (政务诚信),
‘commercial sincerity’ (商务诚信), ‘societal sincerity’ (社会诚信) and
‘judicial credibility’ (司法公信). AI and machine learning focus on the

59 L. C. Backer, ‘China’s Social Credit System: Data-Driven Governance for a “New Era”’
(2019) 118 Current History: A Journal of Contemporary World Affairs 209–14.

60 People’s Republic of China, ‘State Council Notice Concerning Issuance of the Planning
Outline for the Construction of a Social Credit System (2014–2020)’ (2014), https://
chinacopyrightandmedia.wordpress.com/2014/06/14/planning-outline-for-the-construc
tion-of-a-social-credit-system-2014–2020/, p. 1.

61 People’s Republic of China, ‘Chinese State Council Released the New Generation AI
Development Plan’.

62 Backer, ‘China’s Social Credit System’, 211.
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generation of mechanisms for the management and integrity of data and
for its marketization.63

The objectives of both are grounded in economic and social develop-
ment and support for national security.64 The project of a comprehensive
and nationally integrated programme of credit ratings of virtually all
aspects of organized life in China, built pursuant to rules and laws,
administered by public and private bodies and overseen by the CPC
remains a work in progress, though one increasingly structured by the
highest Chinese state organs.65 It is self-consciously constructed as an
alternative legality, both within China and against the forms of plural
legalities in the West that the Chinese leadership increasingly find diffi-
cult to enmesh with their own.66

Nearly from its inception, social credit was understood as a new kind
of law, separate from but entangled with traditional law systems, which
had been themselves the product of the fusion of traditional approaches
to law and Western concepts of law, rule of law and legal mechanics.67 At
the same time, social credit expressed a form of governance that also
deeply entangled systems of social ordering through rules (laws) and the
paramount authority of the CPC to guide such lawmaking and its
application through its own political-economic model.68 The determin-
ation to adopt a social credit initiative (and its operationalization through
AI-enhanced algorithmic governance techniques) was itself a function of

63 E. Kania, ‘China’s AI Agenda Advances: As China Throws State Support behind AI
Development, Major Chinese Technology Companies Will Remain Integral Players’, The
Diplomat (14 February 2018), https://thediplomat.com/2018/02/chinas-ai-agenda-
advances/.

64 Kania, ‘China’s AI Agenda Advances’.
65 People’s Republic of China, ‘State Council 关于加快推进社会信用体系建设构建以信

用为基础的新型监管机制的指导意见’ (‘Guiding Opinion on Accelerating the
Advancement of the Establishment of the Social Credit System with New Forms of
Credit-Based Regulatory Mechanisms’), translated by Jeremy Daum, China Law
Translate (17 July 2019), www.chinalawtranslate.com. This document issued by the
General Office of the State Council provided guiding opinions on the acceleration of
the construction of the system. The document emphasized the centrality and importance
of the social credit system as a separable form of legality, and served as a reminder of the
determination of the current political leaders to move from a primary dependence on law
to data-driven management of behaviour as a central element of ordering society. Backer,
‘China’s Social Credit System’, 209.

66 Backer, ‘China’s Social Credit System’, 210.
67 X. Dai, ‘Toward a Reputation State: The Social Credit System Project of China’ (10 June

2018), https://ssrn.com/abstract=3193577.
68 S. Jiang, ‘Written and Unwritten Constitutions: A New Approach to the Study of

Constitutional Government in China’ (2010) 36 Modern China 12–46.
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the determination that such data-driven governance would enhance the
long-term Chinese political-economic objectives embedded in their con-
cept of socialist modernization, a core policy of the Chinese state since
the era of Deng Xiaoping. Social credit was to evidence the transform-
ation of techniques that marked a new phase of the socialist market
economy system and of the social governance system, one which received
its more definitive political form after the announcement of the ‘New Era’
political line of the CPC in the wake of the 19th CPC Congress of
October 2017.69

But its genesis also represented a practical response to a long-term
problem that both state and private elements of society found increas-
ingly burdensome.70 These included a number of issues that threatened
not merely the orderly progress of socialist modernization, but also
inhibited the progressive advancement of social and cultural objectives.
These included grave production safety accidents, food and drug security
incidents, commercial swindles, the manufacture and sale of counterfeit
products, tax evasion, fraudulent financial claims, academic impropriety
and gaps between the extent of integrity in government affairs and
judicial credibility and the expectations of the popular masses. If neither
law nor regulation appeared to produce conformity, and if the transac-
tion costs of deploying a vast enforcement network was counterproduc-
tive to the long-term goal of a self-regulating society that was efficient
and productive in socially approved ways, then a different approach to
the management of societal factors was necessary.
This ambitious set of objectives was to be guided by a set of core

premises and constraints. Social credit initiatives must conform to and
advance the objectives of the CPC Basic Line, including the development
of economic forces for policy ends.71 The Chinese social credit system
also has a moral dimension, which deeply informs its regulatory and
enforcement dimensions. Its object is to steer the culture and practices of
people in virtually every aspect of their lives. To those ends, the Twelve

69 J. Xi, ‘Secure a Decisive Victory in Building a Moderately Prosperous Society in All
Respects and Strive for the Great Success of Socialism with Chinese Characteristics for a
New Era: Report Delivered to the 19th National Congress of the Communist Party of
China’, Xinhuanet, 18 October 2017, www.xinhuanet.com/english/download/Xi_
Jinping’s_report_at_19th_CPC_National_Congress.pdf.

70 People’s Republic of China, ‘State Council Notice Concerning Issuance of the
Planning Outline’.

71 Constitution of the Communist Party of the People’s Republic of China (General
Program).
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Core Socialist Values unveiled in 2012 play an important role.72

Entanglement is meant to be conscious and coordinated rather than
organic and serendipitous73 – highlighting the difference between a
central-planning (public and administrative) versus a markets-based
(private and demand driven) political order.
The social credit initiative was comprehensive. It was envisioned that

when completed, social credit systems would manage key operations in
four sectors: government, commercial activities, social integrity and
judicial credibility.74 With respect to the role of social credit in govern-
ment, the focus was on the use of data-driven analytics tied to algorithms
that produced the basis for accountability to result in rewards or punish-
ments around a variety of governmental actions. These included: admin-
istrative permissions, government procurement, tendering and bidding,
labour and employment, social security, scientific research management,
cadre promotion and appointment, management and supervision, appli-
cation for government financial support and other such areas and
fostering the development of a credit services market. Clearly, data-
driven analytics and its resulting assessment system would produce an
immediate effect on those whose conduct triggers measured responses.
For those who met credit minima, access to benefits would be enhanced.
Those assessed at a low enough level would be placed on an effective
blacklist that would make functioning in a modern society substantially
more difficult and costly, absent readjustment. Moreover, social credit
was also to be used as a tool for intra-governmental accountability, and to
monitor civil servants.
Social credit mechanisms were also directed towards a very broad

range of commercial activities – whether by state-owned enterprises or
the private sector. Private behaviour by individuals was also to be man-
aged through social credit systems under the umbrella of enhancing
‘Social Integrity’. An area of particular note for the application of data-
driven analytics was that of the judicial system. The specific focus was on
judicial creditability and on the integrity of the judicial function and the
performance (and accountability) of judges for their work. The State

72 L. C. Backer, ‘Blacklists and Social Credit Regimes in China’, interdisciplinary symposium
Super-Scoring? Data-Driven Societal Technologies in China and Western-Style
Democracies as a New Challenge for Education (Cologne, Germany, 11 October 2019),
www.superscoring.de/2019/08/28/blacklists-and-social-credit-regimes-in-china/.

73 Ibid.
74 People’s Republic of China, ‘State Council Notice Concerning Issuance of the Planning

Outline’, II(1)–(4).
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Council identified a number of areas: proceedings transparency, prosecu-
torial and public security services conduct, the operation of judicial
administrative systems and law enforcement standardization. Here one
notes the likelihood of a vertical entanglement. Judges are the objects of
law and the agents of procedures reflected in the legalities of law and
regulation. Yet the content of the way those functions are assessed (and
consequentially the way that the implementation of legal duties is under-
stood and measured, and thus interpreted) become a function of a
distinct legality – that of the social credit system applied to the judge.
Data-driven projects might well include the production of data-driven
algorithms to guide judicial decision-making or to develop guidelines for
charging and prosecution. Here one encounters an entanglement in
which the discretionary scope of one system is constrained by the
operation of the other.
The societal effects of social credit programmes were to be enhanced

through the application of these mechanisms on education and culture
projects. Social credit in the development of education system reform was
to be tied to the construction of the socialist core value system. Education
was to be a means for the socialization of social credit mentalities and its
general acceptance.75 Assessment would be built around parameters for
judging the development and operation of ‘moral’ classrooms. These are
to be built around the establishment of models of appropriate conduct.76

Appropriate conduct, in turn, is to be assessed against the twelve socialist
values that have been established after the CPC’s 18th Congress: ‘Core
socialist values comprise a set of moral principles summarized by central
authorities as prosperity, democracy, civility, harmony, freedom,

75 People’s Republic of China, ‘State Council Notice Concerning Issuance of the
Planning Outline’.

76 See L. C. Backer, ‘What Is the Fundamental Task of Education? Xi Jinping’s Concept of
立德树人 [Cultivating People of Moral Character] and Its Implementation through
Undergraduate University Reform in 教育部关于一流本科课程建设的实施意见

[Implementation Opinions of the Ministry of Education on the Construction of First-
Class Undergraduate Courses]’, Law at the End of the Day (1 November 2019), https://
lcbpsusenate.blogspot.com/2019/11/what-s-fundamental-task-of-education-xi.html. The
Ministry of Education’s draft Measures for the Appointment and Management of
Foreign Teachers [外籍教师聘任和管理办法] (www.moj.gov.cn/news/content/
2020–07/21/zlk_3252777.html) establishes the parameters by which the Chinese social
credit system is extended to foreign teachers including assessments relating to the foreign
teacher’s compliance with law, ethics and quality of teaching be included in a national
foreign teacher comprehensive information service platform. Article 31 includes the list
of activities that will permit dismissal and require listing on a social credit blacklist.

   

https://doi.org/10.1017/9781108914642.006 Published online by Cambridge University Press

https://lcbpsusenate.blogspot.com/2019/11/what-s-fundamental-task-of-education-xi.html
https://lcbpsusenate.blogspot.com/2019/11/what-s-fundamental-task-of-education-xi.html
https://lcbpsusenate.blogspot.com/2019/11/what-s-fundamental-task-of-education-xi.html
https://lcbpsusenate.blogspot.com/2019/11/what-s-fundamental-task-of-education-xi.html
https://lcbpsusenate.blogspot.com/2019/11/what-s-fundamental-task-of-education-xi.html
http://www.moj.gov.cn/news/content/2020-07/21/zlk_3252777.html
http://www.moj.gov.cn/news/content/2020-07/21/zlk_3252777.html
http://www.moj.gov.cn/news/content/2020-07/21/zlk_3252777.html
http://www.moj.gov.cn/news/content/2020-07/21/zlk_3252777.html
http://www.moj.gov.cn/news/content/2020-07/21/zlk_3252777.html
http://www.moj.gov.cn/news/content/2020-07/21/zlk_3252777.html
https://doi.org/10.1017/9781108914642.006


equality, justice, the rule of law, patriotism, dedication, integrity and
friendliness.’77 To that end, state organs are encouraged to oversee special
campaigns in focus sectors, and to ‘persist in correcting unhealthy trends
and evil practices of abusing power for personal gain, lying and cheating,
forgetting integrity when tempted by gains, benefiting oneself at others’
expense, etc., and establish trends of sectoral sincerity and integrity’.78

All of this is to be accomplished by building social credit baseline
systems79 and their mechanisms.80 These systems were then to be oper-
ationalized through blacklists. Blacklists – made up of the names of
people whose social credit scores fall below certain thresholds – have
already begun to have a substantial effect in everyday life. The system is
manifested through ratings, and more importantly from the collection of
blacklists produced as a function of ratings. Blacklists then affect the
availability of goods and services.81

These, then, will serve as the systems through which entanglement will
be coordinated. Baseline systems were identified as (1) sectoral credit
information systems; (2) local information systems; (3) credit investi-
gation systems; and (4) uniform credit investigation platforms in the
financial sector. In addition, government in cooperation with the private
sector were to develop credit information exchange and sharing. These
shall provide the regulatory structures for the operationalization of data-
driven assessment and punishment/reward systems. The forms of
entanglement are also identified as (1) incentive structures and punish-
ments for deviations; and (2) legal, regulatory and standards systems for
credit.
The entanglements of social credit within the Chinese context are as

comprehensive as its ambitions. Social credit is meant to provide a new
language for law, at least as it is meant to serve to control behaviour. At
the same time, the constitution of social credit is driven by law. That is,
law serves as a constituting element of regulatory systems that themselves

77 China Daily, ‘Core Socialist Values’ (2017), www.chinadaily.com.cn/china/19thcpcnatio
nalcongress/2017–10/12/content_33160115.htm.

78 People’s Republic of China, ‘State Council Notice Concerning Issuance of the
Planning Outline’.

79 Ibid., part IV.
80 Ibid., part V.
81 T. F. Chan, ‘China’s Social Credit System Has Blocked People from Taking 11 Million

Flights and 4 Million Train Trips’, Business Insider (21 May 2018), www.businessinsider
.com/china-social-credit-system-blocked-people-taking-flights-train-trips-2018–5?r=
UK&IR=T.
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are grounded in forms and practices that are not law. At the same time,
those forms and practices of social credit then drive law as it is applied.
They do so by giving meaning to the objectives and expectations written
into law by the way that social credit is administered through the process
of identifying behaviour, analysing its meaning and attaching conse-
quences. At the same time, social credit provides a bridge between law,
compliance and assessment systems. In the process it also helps shape the
cultures within which expectations are shaped and cultural habits
formed, which then lend themselves to expression in the normative
content of law. Here social credit moves entanglement into an ecology
of interrelated subsystems all deployed to move forward the political
project of the CPC.

4.4 ‘Social Credit’ in the West: A Governmentalized
Private Sector around Markets for Data

To speak of ‘social credit initiatives’ in the West is to consider an
initiative that does not exist – as such. And yet, a more careful consider-
ation reveals the outlines of the forms of social credit outside of the state.
To speak to the development of social credit and its operationalization
through machine learning and AI-enhanced algorithms, is to understand
how the fracture and diffusion of power has produced something more
than the aggregation of governance spaces and their ‘in-between’ spaces
arranged in some manner or other. It evidences the organization of
power beyond the orthodox space of law, in the sense that these new
data-driven legalities use conventional polycentric governance spaces
themselves as fuel for the generation of behaviour-managing ‘incentives’
or ‘punishments’ that function as regulation while avoiding anything like
its traditional forms.
Social credit in the West is made possible not merely by the availability

of spaces within spaces, but by the effective borderlessness of the market
itself. Those extra-spatial zones have been enhanced through the govern-
mentalization of the private sphere, the privatization of the public sphere
and the migration from law and regulation to systems and systems
management.82 To speak about social credit in the West is to identify a
host of fractured and market-driven projects by a large number of

82 L. C. Backer, ‘Theorizing Regulatory Governance within Its Ecology: The Structure of
Management in an Age of Globalization’ (2018) 24 Contemporary Politics 607–30.
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actors.83 These actors also exercise governance authority in traditional
ways (through rules, laws and the exercise of political and economic
power). But for them, increasingly, assessment and accountability
regimes, born of compliance objectives within the spaces and inter-
spaces of conventional law/normative systems,84 provide incentives to
manage populations above the multiple governance spaces to which they
might have to account.
What emerges in the West are systems of ‘governance, risk manage-

ment, and compliance’.85 Where in China the government (under the
guidance of the CPC) pushes data-driven governance, in the West it is
the market, and the delegation of managerial authority (compliance),
that tends to drive these oversight and control systems – the literature
highlighting this dynamic is by now well developed.86 Anyone can rate
and assess – but there are markets for rating as well; the most successful
producers of rating enhance their profitability in markets for ratings.
They focus on creating everything from hierarchies of value to assess-
ment of conformity to a variety of corporate social responsibility obliga-
tions.87 Less well developed is the conception of data, and the ratings that
draw on them, as a system with regulatory effect. ‘Simply put, because of
big data, managers can measure, and hence know, radically more about
their businesses, and directly translate that knowledge into improved
decision making and performance.’88 Data-driven governance is essential
for a variety of private sphere activities, and has become a business in its
own right.89

For both, data-driven analytics and the algorithms through which
data-based judgements can be formed and consequences processed have

83 L. C. Backer, ‘The Structural Characteristics of Global Law for the 21st Century: Fracture,
Fluidity, Permeability, and Polycentricity’ (2017) 17 Tilburg Law Review 177–99.

84 American Law Institute, Principles of the Law: Compliance, Risk Management, and
Enforcement, Tentative Draft No. 1 (American Law Institute, 2019).

85 Cf. R. M. Steinberg, Governance, Risk Management, and Compliance: It Can’t Happen to
Us; Avoiding Corporate Disaster While Driving Success (John Wiley & Sons, 2011).

86 T. J. Sinclair, The New Masters of Capital: American Bond Rating Agencies and the Politics
of Creditworthiness (Cornell University Press, 2014); L. J. White, ‘Markets: The Credit
Rating Agencies’ (2010) 24 Journal of Economic Perspectives 211–26; E. I. Altman and H.
A. Rijken, ‘How Rating Agencies Achieve Rating Stability’ (2004) 28 Journal of Banking &
Finance 2679–714; see also essays in Davis et al., Governance by Indicators.

87 Backer, ‘Next Generation Law’.
88 A. McAfee and E. Brynjolffon, ‘Big Data: The Management Revolution’, Harvard Business

Review (October 2012), https://hbr.org/2012/10/big-data-the-management-revolution.
89 C. Tang, The Data Industry: The Business and Economics of Information and Big Data

(Wiley, 2016).
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become important elements of risk and compliance systems in five
critical areas. The first is law enforcement (state entities) and compliance
(private entities). Data-driven analytics here is presented as a method for
complying with legal duty or responsibility. Administrative regulation
and law provide the objectives, but the implementation occurs within
automized data-driven systems. Examples include regimes for the distri-
bution of governmental funds through revenue sharing and other pro-
grammes.90 The second is transparency regimes: ‘It is used within an
organization or community to enhance its operation and discipline its
members; it is used externally to enhance legitimacy (norm) and
accountability (technique) among stakeholders who have an interest in
but not a direct participation in the operation of the enterprise.’91 The
third is in controlling behaviour. For economic enterprises this was
driven in part by law,92 and in part by changes in the way that adminis-
trative officials exercised authority.93 Data-based analytics may be essen-
tial in the exercise of prosecutorial discretion in the USA94 and the UK.95

Businesses are increasingly using data-driven analytics to control behav-
iours through health and wellness programmes. The fourth, shaping
cultures, is possible when monitoring (micro-surveillance) is tied to
transparency and enforcement. Smoking campaigns are a well-known
example.96 Here one entangles moral value systems (about smoking) into
political action (anti-smoking regulation) which is then entangled within
medical and quantitative measures of harm which contribute to health

90 Department of Commerce v. New York, Supreme Court No. 18–966, 588 US (2019).
91 L. C. Backer, ‘Transparency between Norm, Technique and Property in International Law

and Governance: The Example of Corporate Disclosure Regimes and Environmental
Impacts’ (2013) 22 Minnesota Journal of International Law 1–70.

92 Under the Delaware fiduciary duty law, Stone v. Ritter, 911 A.2d 362 (Del. 2006).
93 J. Nassikas, J. Tan and L. Carson, ‘New DOJ Compliance Program Guidance’, Harvard

Law School Forum on Corporate Governance (10 June 2019), https://corpgov.law
.harvard.edu/2019/06/10/new-doj-compliance-program-guidance/ (‘Compliance pro-
gram effectiveness is a key variable DOJ takes into consideration when (1) making
charging decisions and exercising prosecutorial discretion, (2) making sentencing recom-
mendations, including calculating recommended fines, and (3) deciding whether to
impose reporting requirements or appoint an outside compliance monitor as part of a
corporate resolution’).

94 US Department of Justice, ‘The Fraud Section’s Foreign Corrupt Practices Act
Enforcement Plan and Guidance’ (5 April 2016), www.justice.gov/criminal-fraud/file/
838416/download.

95 See UK Criminal Finances Act 2017, chapter 22.
96 T. Hu et al., ‘The Impact of California Proposition 99, a Major Anti-smoking Law, on

Cigarette Consumption’ (1994) 15 Journal of Public Health Policy 26–36.
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rankings that affect private markets for insurance, and rankings that may
affect individual access to credit or education.97 Fifth is accountability as
assessment, self-assessment and accountability regimes at the individual
and entity levels.98 These entangle both legal systems through compli-
ance regimes and markets-based systems through data-driven ratings
systems.
Entanglements between data and conventional governance orders have

only recently emerged more clearly. The recent controversy over the
inclusion of questions about citizenship on the US census provides a
case in point.99 Inclusion of the question would generate data, a core
operational principle of census taking. That generation is coupled with a
host of conventional law which relied on the governance of census data
generation for its own operation. But the generation of data has signifi-
cant consequences precisely because the system of regulation into which
those data are injected is itself based on the way data are curated. Here is
the point of entanglement between census as a system of data generation,
census as the jurisdiction of compiling a quantitative narrative image of
the American population, and census as a necessary predicate for the
operationalization of a number of conflicting political objectives
expressed though the law of states and the federal government. It’s no
surprise to see census questions shifting with the times: ‘Lots of questions
go off the census when they’re not very important anymore.’100 The
conflict within data governance became famously entangled with the
legal regulation of the administrative state in a US Supreme Court
opinion most notable for its recognition of conflict expressed in rules
governing the exercise of political discretion within a web of legislation
where the interests of secondary sovereigns are affected.101

97 C. P. Guzalian, M. A. Stein and H. S. Akiskal, ‘Credit Scores, Lending, and Psychological
Disability’ (2015) 95 Boston University Law Review 1807.

98 L. C. Backer, ‘Unpacking Accountability in Business and Human Rights: The
Multinational Enterprise, the State, and the International Community’, in L. Enneking,
I. Giesen, A.-J. Schaap, C. Ryngaert, F. Kristen and L. Roorda (eds), Accountability and
International Business Operations: Providing Justice for Corporate Violations of Human
Rights, Labor and Environmental Standards (Routledge, 2019).

99 Department of Commerce v. New York (2019).
100 C. E. Shoichet, ‘Why Putting a Citizenship Question on the Census Is a Big Deal’, CNN

(28 March 2018), https://edition.cnn.com/2018/03/27/politics/census-citizenship-ques
tion-explainer/index.html (quoting University of Wisconsin Professor Margo
Anderson).

101 Department of Commerce v. New York (2019).
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Another important point of entanglement between data-driven and
traditional legalities centres on the scope and principles through which
data may be harvested. Most aggressive – again voluntary and on a
bargained for basis – are chip implants for employees102 by merchants
(including the state). This is a system grounded in consent, in value
added as an inducement for participation. Increasingly, however, states
have sought to use their legislative authority to restrict, or at least
manage, this essential feature of data-based rule systems, by legislating
the legal effects (and limits) of consent, especially within an employment
relationship.103 More passive are the seamless systems of cameras, credit
card transactions, turnstiles, passes for highway tolls, key stroke and
internet tracking systems and the like that can effectively track individ-
uals and record their activities on a continuous basis. Their regulatory
effect is now well known.104 Yet their entanglements with plural legal
systems have only just invaded the consciousness of regulatory stake-
holders. Emerging issues include privacy rights;105 and rights to be
forgotten.106 But the focus has also turned to the application of issues
of race, gender and other non-discrimination law and policy to the
structures of data-driven governance bound up in the extraction of
information for behaviour management ends.107 Conversely, data-driven
systems themselves have entangled with law systems in the area of
discrimination law by providing a complementary system, the products

102 M. Fox, ‘Installing Microchips in Employees Is “the Right Thing to Do,” CEO says’,
CNBC (24 July 2017), www.cnbc.com/2017/07/24/installing-microchips-in-employees-
is-the-right-thing-to-do-ceo-says.html.

103 A. Keshner, ‘States Are Cracking Down on Companies Microchipping their Employees’
MarketWatch (4 February 2020), www.marketwatch.com/story/states-are-cracking-
down-on-companies-microchipping-their-employees-how-common-is-it-and-why-
does-it-happen-2020-02-03.

104 N. Just and M. Latzer, ‘Governance by Algorithms: Reality Construction by Algorithmic
Selection on the Internet’ (2017) 39 Media, Culture & Society 238–58; P. Bergevin,
‘Addicted to Ratings: The Case for Reducing Governments’ Reliance on Credit
Ratings’ (May 2010) 130 C. D. How Institute Backgrounder; F. Partnoy, ‘The Siskel
and Ebert of Financial Markets: Two Thumbs Down for the Credit Rating Agencies’
(1999) 77 Washington University Law Quarterly 619–712.

105 W. Kerber, ‘Digital Markets, Data, and Privacy: Competition Law, Consumer Law and
Data Protection’ (2016) 11 Journal of Intellectual Property Law & Practice 856–66; S.
Spiekermann, A. Acquisti, R. Böhme and L. Hui, ‘The Challenges of Data Markets and
Privacy’ (2015) 25 Electronic Markets 161–7.

106 J. Rosen, ‘The Right to Be Forgotten’ (2012) 64 Stanford Law Review 88.
107 E.g., S. U. Noble, Algorithms of Oppression: How Search Engines Reinforce Racism (New

York University Press, 2018); V. Eubanks, Automating Inequality: How High-Tech Tools
Profile, Police, and Punish the Poor (St Martin’s Press, 2018).
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of which are used by law systems as techniques of proof of discriminatory
intent or in forming or assessing policy and regulations.108

Compliance itself is a data-driven exercise, but one in which the
parameters are set by legal systems, administered through the actors
onto which compliance is imposed, and assessed and disciplined either
by the state or private actors.109 Compliance is expressed as the private
law internal governance systems that implement the delegation of
responsibility (in part) from the state effected through law or regulatory
directive. These include implementing administrative guidance,110 to
compliance systems built around disclosure and reporting systems, for
example, the French Supply Chain Due Diligence Law111 or the
Australian Modern Slavery Law.112 The second is crafted through data-
driven assessment systems that take their objectives from the policies of
private law internal governance and which rely heavily on markets for
external disciplining.113 These entanglements are clearest in the context
of corporate governance.114

Of all of the forms of data-driven governance, perhaps the closest the
West has to the emerging Chinese social credit initiative are credit rating
agencies. Financial credit rating agencies, for example, become actors in
the governance of financial markets through their production of a stand-
ardized rating of risk (creditworthiness), which is then used for making
investment decisions, and consequently to make the regulation of financial
markets dependent on the risk assessed.115 These operate within a market

108 E.g., J. Ringelheim, ‘Collecting Racial or Ethnic Data for Anti-discrimination Policies:
A U.S.–Europe Comparison’ (2008) 10 Rutgers Race and Law Review 39; P. Simon, ‘The
Measurement of Racial Discrimination: The Policy Use of Statistics’ (2005) 57
International Social Science Journal 9–25; M. Chamallas, ‘Questioning the Use of
Race-Specific and Gender-Specific Economic Data in Tort Litigation: A Constitutional
Argument’ (1994) 63 Fordham Law Review 73.

109 American Law Institute, Principles of the Law.
110 US Department of Justice, ‘The Fraud Section’s Foreign Corrupt Practices Act

Enforcement Plan and Guidance’.
111 F. Baddache, ‘What to Learn from France’s and UK’s Human Rights Due Diligence

Laws?’, KSAPA (15 June 2019), https://ksapa.org/what-to-learn-from-france-and-uks-
human-rights-due-diligence-laws/.

112 See Australian Modern Slavery Act 2018, Act No. 153 of 2018.
113 Backer, ‘Theorizing Regulatory Governance Within Its Ecology’.
114 P. Baxter, ‘Corporate Governance Ratings and Financial Performance: Evidence from

Australia’ (2014) 5 International Journal of Corporate Governance 178–96.
115 D. Kerwer, ‘Standardizing as Governance: The Case of Credit Ratings Agencies’, in A.

Heritier (ed.), Reinventing European and International Governance (Rowman &
Littlefield, 2002), pp. 293–316, at p. 294.
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for services with a few big players rating business and public credit. Their
profit derives from subscriptions or issuer-pays models of income. This
produces a markets-driven model that mimics the effects of Chinese
centralizing and public control models. These credit agencies’ businesses
are grounded in data-based analytics applied to objectives and their effect
is to discipline behaviours through reward–punishment systems derived
from their analytics. Their systems are functionally differentiated, and they
exhibit only a necessary unification even within the same field. At the same
time, their activities serve as the basis for regulation, and are, to some
extent, regulated by the state whose finances they in turn rate.

4.5 Conclusion

The relationship between traditional governance orders, in a context of
spatially distinct but intermeshed legal/normative orders, remains to be
fully explored. This chapter suggested some points of entry and on
fundamental approaches. First, the use of metrics and the quantification
of accountability has moved beyond an increasingly sophisticated palette
of rankings and inducement to become a regulatory space in its own
right. Second, that regulatory space embeds politics and law within the
construction of its analytics and the determination of the meaning of
rankings. China is building a centralized system tied to its political
organization. Most of the elements of social credit have already been
developed in the West. But the unification of the various elements, and
their seamless operation, would be a great innovation. While the West
approaches data-driven governance entanglements through the lens of
privatization and markets,116 China inverts the trajectories of entangle-
ment, focusing instead on recreating within the state the universe of data-
driven governance in which law becomes the instruction manual for the
operation of social ordering through data-driven analytics. Third, these
systems pose a challenge for the conventional understanding of entangle-
ment among systems all characterized by qualitative approaches to
regulation. Perhaps most interesting of all the consequences of these
social credit systems may be their ability to absorb traditional systems,
and in that process of absorption to reduce the centrality of borderlands
between systems.

116 C. Cutler, ‘The Privatization of Global Governance and the Modern Law Merchant’, in
A. Heritier (ed.), Reinventing European and International Governance (Rowman &
Littlefield, 2002), pp. 127–58.
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Hints of this trajectory are evident in the movement towards compli-
ance and accountability. These increasingly data-driven exercises turn
traditional governance systems, and the governance systems arising
between and within them (conventional spatiality of governance), into
the generators of data that themselves can be subject to management in
accordance with principles and objectives. These objectives may them-
selves be drawn from the political-cultural assumptions of society or
themselves may be dynamic expressions monitored through the aggre-
gate conduct of data generators themselves. The multiplicity of legal
regimes, then, is itself a source of data useful for data-driven analytics
that can manage these as well as aid in the management of systems.117

This suggests entanglement of a different order, between qualitative and
quantitative regulatory measures which increasingly fold one into the
other while retaining an element of autonomy based on the different
regulatory spaces from which they are sourced.
What is clear is that entanglement can no longer ignore the legalities of

data-driven governance even as it seeks to embed its language and
structure its communication across systems that do not speak the same
language. The entanglements of a law after modernity118 become more
complicated – not merely as between distinct and polycentric rule
systems sharing common characteristics (the forms and functions of
rules), but now between systems that do not speak the same language
(words versus metrics, compliance versus assessment, etc.). Governance
evolves from the language and conceptual universe of politics and prin-
ciples to the language of the operating system grounded in systemic
objectives. In a world of algorithms, those who would devise them will
be king. And those who would be kings in Western democratic republics
may well soon be scientists and not lawyers.119 ‘When you look at the
most important issues facing our country, it is climate change or health-
care policy or cyber security, the integrity of our elections. Who better to
address these issues than a scientist?’120 Who better indeed, when the

117 E. Finn, What Algorithms Want: Imagination in the Age of Computing (MIT Press,
2017).

118 S. Douglas-Scott, Law after Modernity (Hart Publishing, 2013).
119 M. Dhar, ‘Hey, Congress: Scientists Are Coming for Your Seats’, LiveScience (26 April

2018), www.livescience.com/62411-scientists-running-for-congress.html.
120 K. Karson, ‘“The Year that Science Strikes Back”: Historic Number of Scientists

Taking Over Ballots in 2018’, ABC News (9 February 2018), https://abcnews.go.com/
Politics/year-science-strikes-back-historic-number-scientists-taking/story?id=52959780
(quoting Shaughnessy Naughton president of 314 Action organization).
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state is a container for accountability systems through data-driven algo-
rithms? That, ultimately, suggests the great challenge for legalities and
their entanglements where society continues to move beyond the prob-
lems of entangling legal systems to those for which the econometrician,
the statistician and themoralist121 may have as great a voice as the lawyer
or the judge, and the politician or administrator.122

121 F. Nietzsche, On the Genealogy of Morals: A Polemic, trans. W. Kaufmann and R. J.
Hollindale (Vintage Books, 1967), pp. 58–9.

122 J. Cheney-Lippold, We Are Data: Algorithms and the Making of Our Digital Selves
(New York University Press, 2017).
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