
SIP (2015), vol. 3, e19, page 1 of 10 © The Authors, 2015.
This is an Open Access article, distributed under the terms of the Creative Commons Attribution licence (http://creativecommons.org/licenses/by/3.0/), which permits unre-
stricted re-use, distribution, and reproduction in any medium, provided the original work is properly cited.
doi:10.1017/ATSIP.2014.19

original paper

Discriminating multiple JPEG compressions
using first digit features

simone milani, marco tagliasacchi and stefano tubaro

The analysis of JPEG double-compressed images is a problem largely studied by the multimedia forensics community, as it might
be exploited, e.g., for tampering localization or source device identification. In many practical scenarios, like photos uploaded on
blogs, on-line albums, and photo sharing web sites, images might be JPEG compressed several times. However, the identification
of the number of compression stages applied to an image remains an open issue. We proposes a forensic method based on the
analysis of the distribution of the first significant digits of the discrete cosine transform coefficients, which follow Benford’s law
in images compressed just once. Then, the detector is optimized and extended in order to identify accurately the number of
compression stages applied to an image. The experimental validation considers up to four consecutive compression stages and
shows that the proposed approach extends and outperforms the previously-published algorithms for double JPEG compression
detection.
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I . I NTRODUCT ION

The recent development of multimedia devices and edit-
ing tools, together with the proliferation of communication
infrastructures and content sharing applications, has made
the acquisition, the editing, and the diffusion of images and
videos relatively-easy tasks. A single multimedia content
downloaded from the internet can be the outcome of a long
chain of processing steps. This fact introduces several con-
cerns about the origin, the authenticity, and the trustability
of images and videos downloaded from the network [1, 2].
Moreover, identifying the origin and the authenticity (i.e.,
the absence of alterations after acquisition) of images proves
to be a crucial element in court cases for the validation
of evidences [3]. Moreover, detecting alterations permits
inferring an objective quality evaluation of the analyzed
multimedia content.

From these premises, multimedia forensic analysts have
been recently focusing on detecting alterations on images
since they can be easily acquired and modified even by a
non-expert user. In order to fulfill this task, many of the
proposed works aim at identifying images, which have been
compressed more than once estimating the coding parame-
ters that characterize the coding stages that precede the last
one [4]. This fact is justified by the observation that most
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of the digital multimedia contents are available in com-
pressed format. Indeed, most of the images distributed over
the internet are coded according to the JPEG standard [5].

All the solutions proposed in the literature aim at detect-
ing double compression on images assuming that some
alterations can be performed between the first and the
second compression stages. However, we believe that this
assumption does not hold in many practical scenarios
since analyzing the feasible processing chains for a given
downloaded image it is deducible that more than two
compression stages may have been applied. As an illus-
trative example, let us consider an image, which is orig-
inally compressed by the acquisition device (i.e., a video
or photo camera) to be stored in the onboard memory. A
second compression is performed by the owner, after edit-
ing the image to enhance the perceptual quality and adjust
the format (e.g., brightness/contrast adjustment, rescaling,
cropping, color correction, etc.). A third compression is per-
formed whenever the content is uploaded to a blog or to an
on-line photo album. As a matter of fact, it is reasonable to
assume that a large number of digital images available on-
line have gone through more than two compression stages
performed by its owner, and could be further compressed by
other users. In these cases, amethod that identifies the num-
ber of compression stages proves to be extremely important
in reconstructing the processing history of a content [6].

This paper aims at identifying traces of multiple JPEG
compression reconstructing the number of compression
stages that have been operated on it. The proposed approach
extends some of the techniques adopted by previous double
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compression detectors, which typically look for irregular-
ities in the statistics of discrete cosine transform (DCT)
coefficients [7, 8]. More precisely, our analysis considers the
most significant decimal digit or first digit (FD) of DCT
coefficient absolute values. For images compressed only
once, the probability mass function (pmf) of FDs presents
a regular behavior modelled by the so-called Benford’s law
[9]. Conversely, the pmf of FDs for double or multiple
compressed images departs from this behavior [10].

Even if several literature contributions have analyzed
this fact (e.g., [4]), we provide some experimental results
that clearly show the validity of this assertion. Moreover,
in the simplified hypothesis that DCT coefficients follows
a Laplacian statistics [11].

Then, it is showed that the characteristics of these devia-
tions can be related to the number of compressions applied
to the content. Experimental results show that it is indeed
possible to infer the number of compression stages from the
FD statistics with an average accuracy around 85.

The proposed technique can be employed in different
application scenarios, including steganalysis [7], detection
of image manipulation (when the original image is decom-
pressed, modified, and recompressed), forgery identifica-
tion [12], and quality assessment. As an example, image
tampering can be localized by looking for regions that have
been compressed a different amount of times with respect
to the remaining image. Moreover, given the correlation
between the compression operations and the editing stages
applied on an image, the authenticity and the real origin
of an image can be discussed by analyzing the number of
compressions.

The rest of the paper is organized as follows. Section II
overviews some of the published works related to double
compression. Section III describes the behavior of FD statis-
tics, as they go through multiple quantization stages, while
Section IV presents the proposed classification method.
Experimental results are reported in Section V and final
conclusions are drawn in Section VI.

I I . RELATED WORKS

Although the problem of multiple compression detection is
relatively new in the multimedia forensics, several works
on double compression detection have been presented in
the literature. Some of the proposed solutions analyze the
statistics of DCT coefficients [7]. The second compression
implies a re-quantization of DCT coefficients that are re-
distributed among the bins of the second quantizer follow-
ing a different statistics with respect to single compressed
images. In [13], Lin et al. observe that double quantization
introduces periodicities in coefficient statistics, which can
be exploited to reveal double compression and the set of
parameters used. Similarly, the work in [7] detects the pecu-
liar modifications on coefficients statistics brought by dou-
ble quantization using an support vector machine (SVM)
classifier. The approach in [14] generalizes the Benford’s
law for the DCT coefficients and checks its consistency

on the analyzed image (more details will be provided in
Section III). Other strategies rely on the assumption that
quantization is an idempotent operation, i.e., requantizing
DCT coefficients with the same quantizer leads to recon-
structed values highly-correlated with its input [15]. In [16],
the authors detect double compression by studying coding
artifacts. In [17] a convolutive mixing model is presented in
order to deal with the problemof shifting the image between
the first and the second compression.Othermethods rely on
modelling the statistics of natural images. These include the
approaches based on the analysis of the distribution of the
first significant digits, which can be modeled according to
Benford’s law [18].

Many of these solutions are employed to detect tamper-
ing [4], steganalysis [7], or forgery localization [19]. The
main idea lying at the base of these approaches is that
distinguishing double compressed regions from single com-
pressed regions permit identifying which parts have been
modified and which are original.

In the following, we will show how it is possible to extend
the approaches based on Benford’s law to the detection of
multiple compression on images.

I I I . MULT IPLE COMPRESS IONS AND
COEFF IC I ENTS STAT IST ICS

A) The JPEG compression standard
The JPEG image compression standard defines a block-
based transform coder (see Fig. 1), which partitions the
input image into 8 × 8 pixel blocks X and computes the
DCT of each block. Transform coefficients Y are quantized
into integer-valued quantization levels Y1

�1

Y1
�1

(i , j) = sign(Y(i , j))round
( |Y(i , j)|

�1(i , j)

)
, (1)

where the indexes (i , j), i , j = 0, . . . , 7, denote the posi-
tion of the elements in the 8 × 8 block. The values Y1

�1
(i , j)

are converted into a binary stream by an entropy coder
following a zig-zag scan that orders coefficients accord-
ing to increasing spatial frequencies. The coded block can
be reconstructed by applying an inverse DCT transform
on the rescaled coefficients Y1

r (i , j) = Y1
�1

(i , j) · �1(i , j).
Note that the quantization step �1(i , j) changes accord-
ing to the index (i , j) of the DCT coefficient and is usually

Fig. 1. Bock diagram for multiple JPEG compression.
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defined by means of a quantization matrix. In the Indepen-
dent JPEG Group (IJG) implementation, the quantization
matrix is selected by adjusting a quality factor (QF), which
varies in the range [0, 100]. The higher QF, the higher the
quality of the constructed image.

When the image is encoded a second time, the resulting
quantization levels are

Y2
�2

(i , j) = sign(Y1
�1

(i , j))round

(
|Y1

�1
(i , j) · �1(i , j)|
�2(i , j)

)
,

(2)

where �2(i , j) are the quantization steps of the second
compression stage.1 It is possible to iterate the compression
process N times leading to the quantization levelsY N

�N
(i , j).

B) The FD law
Many fraud detection algorithms departs from the assump-
tion that the analyzed data are well modeled by pre-defined
stochastic models that present peculiar characteristics. A
similar assumption is adopted by many approaches aim-
ing at detecting double JPEG compression. More precisely,
some of the proposed works rely on detecting the violation
of the so-called Benford’s law (also known as FD law or sig-
nificant digit law) [20]. Many fraud detection algorithms
departs from the assumption that the analyzed data are
well modeled by pre-defined stochastic models that present
peculiar characteristics. One of these is the FD rule, which
proves to be satisfied for many distributions. The most sig-
nificant digit or FD for a strictly-positive integer Y (in
base-10 notation) can be computed as

m = FD(Y) =
⌊

Y

10�log10 Y�

⌋
. (3)

It is possible to state that Benford’s law [9] is satisfied
whenever the pmf of m can be well approximated by the
equation

p(m) = N log10

(
1 + 1

m

)
or (4)

p(m) = N log10

(
1 + 1

β + mα

)
(generalized), (5)

where N is a normalizing factor and α, β are the parame-
ters characterizing the model. This property can be verified
formany real-life sources of data and can be effectively used
to detect alterations on the analyzed data. Indeed, whenever
some kind of modification has been performed on a dataset
that originally satisfies Benford’s law, the resulting distri-
bution no longer satisfies this property. This fact has been
widely employed in fraud detection in different fields (elec-
tions [21, 22], budget [23, 24], etc.), as well as in detecting
double compression in JPEG images [14].

1Note that in this model we omit to consider the rounding and clip-
ping of the reconstructed pixels to finite precision integer values after
inverse DCT. This approximation is allowed by the fact that the effects of
quantization prevail over those of rounding.

C) Statistics of coefficients and FDs after
multiple compressions
The single and double compressions of an image leave dif-
ferent peculiar traces on the statistics of coefficients and
their FDs. Most of the double compression detectors use
these traces to decide whether an image has been com-
pressed once or not. For the sake of conciseness, wewill refer
to the absolute DCT quantized coefficients after the Nth
compression as yN = |Y N

�N
| (position indexes (i , j) have

been omitted for the sake of clarity) and their corresponding
FDs mN = FD(yN).

Whenmultiple compressions are applied, each compres-
sion stage modifies the statistics of coefficients and their
corresponding FDs leaving denotative elements.

Fig. 2 reports the pmf of FDs for DCT coefficients at
different coding stages for the image house of the Kodak
dataset. The adopted quantization factors are QF4 = 85,
QF3 = 76, QF2 = 80, and QF1 = 85. The same figure
also reports the discrete fourier transform (DFT) of the
difference (parameter χ) between the actual pmf of FDs
and its interpolated version following Benford’s law, i.e.,
χ(mN) = P [mN = k] − p(mN). Figures 2(e)–2(h) show
that the most significant oscillations take place at peculiar
normalized frequencies ofDFT coefficients. For single com-
pressed images, oscillations are quite limited (DFT coef-
ficients are lower than 0.17). In case an image is double
compressed (Fig. 2(f)), part of the energy of χ is concen-
trated around F = 0.2 (where F is the normalized fre-
quency for DFT transform). Note that in this case the
maximum value of DFT coefficients is higher with respect
to the case of images compressed once. For images com-
pressed three times, the DFT plots show that two oscillating
modes appear at F � 0.18 and F � 0.28 (Fig. 2(g)), while
four compressions lead to stronger oscillations dominated
by the component at F = 0.34 (FFT results highly peaked
in Fig. 2(h)).

Ad-hoc solutions need to be designed in order to reveal
the presence of these oscillations in the statistics of the
FD for transform coefficients. In fact, previous solutions
targeted simple double compression detection, i.e., were
aimed at verifying the regularity of the actual FD statistics
p̂(m). Multiple compression detection requires characteriz-
ing the characteristics of deviations fromBenford’s law. As a
result, double compression detectors fail in discriminating
the number of coding stages and the corresponding coding
parameters.

It is possible to overcome this problem by combining a
set of classifiers, as it will be described in the next section.

I V . THE PROPOSED DETECT ION
ALGOR ITHM

The estimation of the number of coding stages N requires
to select a set of robust features that present a strong corre-
lation with the traces left by quantization. From this selec-
tion, it is possible to design a set of classifiers associated
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(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 2. Probability mass functions of FDs and frequency spectra of their differences χ(yN ) with respect to a Benford’s model at different coding stages. The
parameter F denotes the normalized frequency for DFT coefficients of χ . The graphs are related to coefficient at position (1, 0) for image house. (a) P [m1 = k].
(b) P [m2 = k]. (c) P [m3 = k]. (d) P [m4 = k]. (e) DF T(χ(m1)). (f) DF T(χ(m2)). (g) DF T(χ(m3)). (h) DF T(χ(m4)).

to each compression stage. Their outputs can be combined
estimating the number of compressions operated on the
image under analysis.

To this purpose, we generated an exhaustive dataset of
compressed images, where the number of compressions
operated on each picture can vary from 1 to 4. The adopted
JPEG codec is the one implemented in the MATLAB soft-
ware. The quality factor QFi of the i th compression stage
is selected randomly within an interval of possible values
[QFN − dQF , QFN + dQF ], where QFN is the QF of the
last compression stage and dQF is the halved width of
the interval. This limit was imposed in order to constrain
the quality degradation in the final image since significant
variations in the QF values across the different compres-
sion stages introduce evident unnatural artifacts on the
reconstructed pictures.

Moreover, we also imposed that the difference between
the chosenQFs of two consecutive compression stagesmust
be higher than a threshold TQF , i.e. |QFi − QFi+1| > TQF .
This constraint was introduced in order tomake the quanti-
zation steps for all the considered DCT coefficients change
from one compression stage to the following.

In the literature, the set and the number of analyzed
DCT coefficients employed by different double compres-
sion detectors can change. In [18], 20 spatial frequencies
were considered, while in the approach [7] only 9 fre-
quencies are considered. Note that most of these frequen-
cies lies at low frequencies since DCT coefficients at low
frequencies proves to be more regular and changes less
significantly according to the characteristics of the image
with respect to those located at high frequencies. Moreover,
high-frequency coefficients are often quantized to zero, and
therefore, their statistics can only be computed from a lim-
ited amount of data. In this approach, we adopted the set
of coefficients in [7]. Then, we set TQF = 5 since, according

to the values of the quantization matrix of the JPEG codec
implemented byMATLAB, it ensures that none of the DCT
coefficients at compression stage i is quantized with �i =
�i−1.

Three different datasets were generated. In a first dataset
D0, the compression grids of images are aligned, i.e., no
transformation was operated on the image between one
compression stage and the following. In a second dataset
D1, images were rescaled at a random compression stage,
where the rescaling factor was randomly-chosen in the
interval [0.9, 1.1]. In the third dataset D2, images are rotated
of a random angle included in the interval [−5, 5] at a
randomly-selected compression stage. In this way, datasets
D1 and D2 introduce the possibility that the compression
grids could not be aligned (since they include both trans-
formed and unaltered images).

In the following, we will describe the feature extraction
process and the training of the classifiers for the dataset D0.
The same operations are applied on the datasets D1 and D2

as well.

A) Feature selection
Given a JPEG image I n which has been compressed n times,
most of the approaches existing in the literature extract the
quantized DCT coefficients of the luma component and
compute a set of features from their statistics. Features may
include the simple FD statistics for the DCT coefficients
at low frequencies [18] or the relative difference between
the actual pmf and the Benford’s equation, i.e. χ(m) =
(p(m) − p̂(m))/ p̂(m) [14].

In our approach, we adopted the first possibility comput-
ing the pmfs of FDs on the set of nine spatial frequencies
reported in [7]. This would lead to a feature array of
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(a) (b) (c)

Fig. 3. Accuracy of single versus double compression detector for different feature arrays. (a) three p(m) values, (b) two p(m) values, and (c) four p(m) values.

9 × 8 = 72 values,2 but we aim at reducing this size by
properly selecting those features that are extremely sensible
to the number of compression stages. More precisely, Fig. 2
shows that the probabilities for some FD values are more
sensitive to multiple compression than others, i.e., the devi-
ation from Benford’s law equation is more discriminative.
From this premise, it is possible to select a subset of l prob-
ability values p(k1), . . . , p(kl ) from the pmf of FD digits
(k1, . . . , k2 ∈ [1, 9]).

Naming p̂Fh ,m(k) = PFh [m == k] the probability that
the FD value m for the coefficients located at spatial fre-
quency Fh is equal to k, it is possible to gather the features
in a common array

f = [pF1,m(k1) · · · pF1,m(kl ) pF2,m(k1) · · · pF2,m(kl ) · · ·
× pF9,m(k1) · · · pF9,m(kl )]. (6)

Note that features are already limited in the range [0, 1]
since they are related to pmf of FD values.

In order to find the optimal set of features, we consid-
ered different sets of p̂(m) values changing both the values
k1, . . . , kl and their number l . To this purpose, we ran-
domly selected 1200 images from the UCID dataset [25]
which were compressed once and twice with different quan-
tization parameters QF . The quantization parameter of
the last coding stage is fixed (since it is known from the
coded bit stream), while the QF adopted in the first stage
is randomly chosen in the interval [QF − 10, QF − 5] ∪
[QF + 5, QF + 10]. In this part, 10 different realizations
were generated for every image. From these images, we
computed the vectors f and used them in training a binary
SVM classifier that discriminates single from double com-
pressed images. The remaining 100 images in the UCID
dataset were double compressed in a similar manner and
used for testing the accuracy of the classifier. In this case, the
double compression detector is taken as a simplification of
the multiple compression detector for the sake of complex-
ity since training the full multiple compression detector for
all the configurations would require a significant time.

2In this case, one of the nine probability values of FD statistics can be
omitted since it linearly dependent on the other values.

Fig. 3(a) reports the average detection using a feature
array f with l = 3, where the feature array has been cre-
ated selecting only a subset (k1, k2, k3) of possible FD val-
ues, i.e., f = [pFh ,m(k1)pFh ,m(k2)pFh ,m(k3)]Fh . The different
results have been obtained considering all the possible com-
binations for k1, k2, k3. For the sake of clarity, the triplet
[k1, k2, k3] is indexed by the value (k1 − 1) + (k2 − 1) 9 +
(k3 − 1) 81 (reported on the x-axis). It is possible to see
that the triplet [2, 5, 6] permits obtaining the highest accu-
racy. Note also that the length of the feature vector is 27. It is
also possible to verify that the obtained accuracy is compa-
rable with that obtained by decomposing the feature array
f with l = 8 using a principal component analysis (PCA)
and selecting the three most relevant components. Building
a new classifier on this feature array obtained from PCA,
it is possible to obtain an average accuracy of 92. Nev-
ertheless, the PCA-based classifier requires computing all
the features in advance and then transform the feature array
into its principal component representation. The proposed
solution requires to compute only three features for each
spatial frequency.

We also considered the possibility of increasing or
reducing the number l of features in f. Additional
Figs 3(b) and 3(c) report the average accuracy of the
detector when l = 2 (f = [pFh ,m(k1)pFh ,m(k2)]Fh ) and l =
4 (f = [pFh ,m(k1)pFh ,m(k2)pFh ,m(k3)pFh ,m(k4)]Fh ), respec-
tively. Note that this would lead to feature arrays of 18
and 36 elements. The adopted set k1, . . . , kl of probability
values is changed as for Fig. 3(a) and each configuration
is indexed by the values (k1 − 1) + (k2 − 1) 9 for l = 2
and (k1 − 1) + (k2 − 1) 9 + (k3 − 1) 81 + (k4 − 1) ∗ 729
for l = 4. Indexes are reported on the x axes.

It is evident that using 3 values proves to be the best solu-
tion since the maximum average accuracy is higher than
using 2 or 4 probability values. In the first case, the fea-
ture space does not allow an effective clustering, whereas
in the second the additional feature does not improve the
classification accuracy.

As a results, each image is represented with a feature vec-
tor f of 27 elements (i.e., approximately six times smaller
than in [18]).

The following section will show how the final classifiers
are designed starting from the feature vectors f.
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Fig. 4. Block diagram of the proposed detector.

B) Design of the classifiers
Given the dataset D0, we computed the features f with
k1 = 2, k2 = 5, and k3 = 6 for every image. The dataset was
divided into two subsets Dt

0, Dv
0 to train (Dt

0) and validate
(Dv

0 ) the detector, respectively.
Assuming that the quality factor QF of the last compres-

sion stage is known (from the available bitstream), we built
a set of NT binary SVM classifiers, SQF ,k (k = 1, . . . , NT ),
where each classifier SQF ,k is able to detect whether the
input image has been coded k-times or not.

In designing SQF ,k , we adopted the exponential kernel

K
(
fi , f j

) = exp −γk
(‖fi − f j‖γk

2 + 1
)
. (7)

The parameter γk and the kernel type were optimized in
the training phase computing the structure that gives the
optimal performance. In this process, we adopted a cross-
validation optimization based on the RANSAC algorithm.
The training is carried out looking for the best γk value
that maximizes the recall value for each class, i.e., maximiz-
ing the probability of correct classification for each subset
of training images coded N times. Each classifier also out-
puts a confidence value wk that reports the distance from
the discriminating hyperplane and permits evaluating the
reliability of the classification.

Similarly, second set of classifiers, named OQF ,k−t , is
generated which discriminate whether an images has been
coded either k or t times. Naming sk the output of the clas-
sifier SQF ,k and ok−t the output of OQF ,k−t , the outcomes
of the different classifiers are combined together in order to
make the estimation more robust.

Outputs are combined in the feature vector

fcl = [s1s2s3s4o1−2o1−3o1−4o2−3o2−4o3−4], (8)

which has to be related to the number of compression. It
is possible to relate fcl to the unknown number of com-
pressions N that were applied to the analyzed image by
training an regressor processing fcl . Figure 4 reports the
whole detection scheme.

Performance was tested on the validation dataset Dv
0

and results are reported in the following section. A similar
procedure was applied on the datasets D1 and D2.

V . EXPER IMENTAL RESULTS

As it was reported in the previous section, the detector was
designed from a training database of images compressed up
to four times. In order to generate the training database, we
randomly selected the 100 images from the UCID dataset
[25]. Each image was coded up to four times with a random
sequence of quality factors QFi for each compression stage.
The quantization factor QFi at stage i is randomly cho-
sen in the interval [QF l

i+1 − 12, QF l
i+1 − 6] ∪ [QF u

i+1 +
6, QF u

i+1 + 12], where QF l
i+1 and QF u

i+1 are the lower and
upper QF limits that ensure that the quantization steps
related to QFi differ with respect to those of QFi+1.

These images were included in the datasets Dt
0, Dt

1, and
Dt

2. A set of 200 images among the remaining pictures of
the UCID dataset were compressed in the same ways and
included in the datasets Dv

0 , Dv
1 , and Dv

2 .
Since the dataset was extendedwith respect to the tests in

[6], the performance proves to be slightly worse on average
despite the approach proves to be effective in many cases.
To provide evidence for this, we make available a demo ver-
sion of the multiple compression detection algorithm for
download at [26].

Table 1(a) shows a confusion matrix for dataset D0.
The real number of compression stages is reported along
the rows while the estimated number of compressions is
reported along the columns. Each cell (u, v) reports the per-
centage of images compressed u times that were detected
as compressed v times. It is possible to notice that the case
of a single compression stage is always correctly identified.
In the case an image was compressed 1, 2 or 3 times, the
proposed method performs quite well since the probability
of correct detection is above 84.8. The average accuracy
is around 83. We compare the performance with that of
a classifier designed adapting the work in [18] in order to
detect the number of compression stages. The confusion
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Table 1. Confusion matrix for QFN = 75 and dataset D0. (a) Proposed
method, (b) classifier in [18] (adapted).

N , N* 1 2 3 4

(a)
1 99.58 0.00 0.42 0.00
2 10.00 84.46 5.54 0.00
3 0.00 12.66 69.90 17.45
4 0.00 10.02 20.13 79.85
(b)
1 94.56 0.00 0.84 4.60
2 0.56 13.06 81.13 5.25
3 0.00 0.00 50.58 49.42
4 0.00 0.00 12.46 87.54

Table 2. Confusion matrix for QFN = 80 and dataset D0. (a) Proposed
method, (b) classifier in [18] (adapted).

N , N* 1 2 3 4

(a)
1 100.00 0.00 0.00 0.00
2 2.09 94.18 1.52 2.21
3 0.20 1.52 71.23 27.05
4 0.00 0.92 12.75 86.32
(b)
1 96.40 0.00 0.40 3.20
2 0.23 93.40 2.51 3.86
3 0.00 0.03 67.28 32.69
4 0.00 0.00 16.77 83.23

matrix, which is shown in Table 1(b), demonstrates that the
two methods achieve nearly the same results for N = 1,
but the average accuracy of the second solution is lower
(∼ 62) with respect to the proposed solution. In this lat-
ter case, a significant performance loss is evident for N = 2.
This is due to the difficulty in identifying an adequate set of
support vectors, because of the high dimensionality of fea-
ture vectors and the increased amount of compression noise
introduced. The performance increases for N > 2 since the
availability of the full pmf of the FDs permits including
those features that present wider oscillations whenever the
image is compressed three or four times (e.g., p(2) and p(5)
as Figs 2(c) and 2(d) show).

Results for quality factor QF = 80 are reported in
Table 2. In this case, the average precision is 88 but the
performance of the detector in identifying N = 3 or 4 com-
pressions improves. In this case, the adopted quantization
steps are smaller and the amount of compression noise is
lower permitting a more accurate detection even after more
than two compression stages. Also in this case the approach
in [18] (adapted to detect multiple compressions) presents a
lower accuracy (∼85).

Table 3 reports the confusion matrix when QFN = 90.
It is possible to notice that the difference between the per-
formances of the two approaches is significantly reduced.
This fact is mainly correlated with the percentage of non-
null quantized coefficients in each image. At low QF values,
many coefficients are quantized to zero, and therefore, the
FD probabilities are computed from a reduced amount of

Table 3. Confusion matrix for QFN = 90 and dataset D0. (a) Proposed
method, (b) classifier in [18] (adapted).

N , N* 1 2 3 4

(a)
1 100.00 0.00 0.00 0.00
2 0.00 99.65 0.35 0.00
3 0.00 0.46 99.19 0.35
4 0.39 0.39 1.19 98.03
(b)
1 100.00 0.00 0.00 0.00
2 0.15 98.25 0.85 0.75
3 0.00 0.38 99.48 0.15
4 0.00 0.22 0.78 99.00

Table 4. Confusion matrix with QFN = 80 on dataset D0 for the
detection of five compression stages (proposed algorithm).

N , N* 1 2 3 4 5

1 100.00 0.00 0.00 0.00 0.00
2 0.00 100.00 0.00 0.00 0.00
3 0.00 5.33 70.67 22.67 1.33
4 0.00 2.67 10.67 78.67 8.00
5 0.00 0.00 36.00 10.67 53.33

coefficients. Since in this case the statistics is diluted, many
probability values with l = 8 are not reliable features for
the classification. Shrinking the array f to the subset of the
most reliable features permits increasing the accuracy of the
detection.

In the end, we also evaluated the possibility of detecting
five compression steps for the images adopted to generate
dataset D0. In this case, confusion matrix for the proposed
approach is reported in Table 4. It is possible to notice that,
although the average accuracy is decreased to 80, the capa-
bility of detecting N < 5 compression stages is increased.
This fact is mainly due to the fact that the detectors are
trained with images coded more than four times, and as a
consequence, the partitionings of features space operated by
the SVM classifiers are more accurate.

It is possible to notice that the accuracy of the method
based on [18] (adapted) increases as the compression quality
increases. This fact is mainly correlated with the percentage
of non-null quantized coefficients in each image.

At lowQFvalues,many coefficients are quantized to zero,
and therefore, many probability values p̂Fh ,m(k) are com-
puted from a reduced set of data and do not provide reliable
features for the classification. Shrinking the array f to the
subset of the most reliable features permits increasing the
accuracy of the detection. It is possible to notice that at high
QF values (low distortion) the accuracy of the approach in
[18] get closer to that of the proposed approach.

The proposed method is characterized by a lower com-
putational complexity with respect to the approach in [18],
since the size of the feature vector is much smaller.

We also tested the improved accuracy of the proposed
classifier in a simple double compression detection (i.e., ver-
ifying whether an image has been compressed once ormore
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(a) (b)

Fig. 5. ROC curves of different double compression detectors for different QFs on dataset D0. (a) QF = 70, (b) QF = 80.

Table 5. Computational time for the proposed method and the classifier
in [18] (adapted).

Computational Proposed Li et al. Saving
time (ms) (ms) ()

QF = 70 0.55 1.19 53.78
QF = 80 1.13 2.18 48.16

Fig. 6. Accuracy versus dQF for images coded with QFN = 70 on dataset D0.
The graph also reports the average PSNR decrement (dB) for each point.

Table 6. Confusion matrix for QFN = 80 from datasets D1. (a)
Proposed method, (b) classifier in [18] (adapted).

N , N* 1 2 3 4

(a)
1 98.84 1.16 0.00 0.00
2 0.00 71.45 20.41 8.14
3 0.00 19.51 52.33 28.17
4 0.00 20.03 40.56 39.41
(b)
1 100.00 0.00 8.14 0.00
2 0.00 74.21 15.48 10.32
3 0.00 16.15 57.24 26.61
4 0.00 16.28 45.87 37.86

times). More precisely, tested the SVM classifier proposed
in [18] with respect to the classifier using the features in
equation (8), which compose different SVMclassifiers using
a reduced set of features. Figure 5 reports the receiver oper-
ating characteristic (ROC) curves of the two approaches for
different QFs. It is possible to see that the proposed detector
is much more effective in detecting double compression.

Table 7. Confusion matrix for QFN = 80 from datasets D2. (a)
Proposed method, (b) classifier in [18] (adapted).

N , N* 1 2 3 4

(a)
1 98.84 1.16 0.00 0.00
2 0.00 92.49 7.51 0.00
3 0.00 20.72 55.92 23.36
4 0.00 22.30 33.30 44.40
(b)
1 91.86 0.00 8.14 0.00
2 0.00 84.14 15.86 0.00
3 0.00 17.65 43.34 39.01
4 0.00 17.55 23.57 58.88

Furthermore, we considered the robustness of the
approach changing the range of variation for the QF param-
eters. More precisely, we changed the width dQF of the
interval where QF values are randomly chosen. Figure 6
reports the average accuracy obtained changing the width
of the interval as a function of dQF . It is possible to notice
that increasing the range of QF values leads to a decre-
ment of the detection performance and of the average peak
signal-to-noise ratio (PSNR) value after N coding stages.

Finally, we also tested the robustness of the approach
in case an image is manipulated between consecutive
compression stages. More precisely, we assumed that image
manipulation took place at the processing block in Fig. 1,
before one of the coding stages.

In the processing chain, we introduced a randommanip-
ulation which could consist either in a rescaling or in a
rotation. The idea is to disalign the block grid of JPEG com-
pression in order to test the robustness of the detector. The
parameter values for each transformation are random as
well and can vary in the intervals [.9, 1.1] for the rescal-
ing (the parameter is the pixel width ratio), and [−5, 5] for
the rotation angle. These limits are justified by the need of
avoiding a significant decrement of the image quality and
keeping the size of the transformed image close to that of
the original one. These data were collected in the datasets
D1 and D2.

The confusion matrix in Table 6 was obtained from
dataset D1 and show that the proposed classifier per-
mits obtaining an average accuracy of 65. Note also that
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increasing the size of the feature vector f (see Table 6(b))
does not bring significant improvements in terms of per-
formance, made exception for the detection of three com-
pression stages. The approach in [18] permits obtaining
an average accuracy equal to 62 in presence of random
rescalings.

As for the dataset D2, Table 7 shows that the proposed
solution permits obtaining an average accuracy equal to
75, while the solution derived from [18] permits having
an average accuracy of 69.

V I . CONCLUS IONS

The paper describes a classification strategy that permits
detecting the number of JPEG compression stages per-
formed on a single image. The approach relies on a set of
SVM classifiers applied to features based on the statistics
of the FDs of quantized DCT coefficients. The proposed
solution performs well with respect to previous approaches,
while employing a reduced set of features. Future research
will be devoted to investigate other possible antiforensics
strategies that could fool the proposed solution and to
extend the approach to the case of video signals.
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