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industrial technology advances

An overview of channel coding for 5G NR
cellular communications

jung hyun bae, ahmed abotabl, hsien-ping lin, kee-bong song and jungwon lee

A 5G new radio cellular system is characterized by three main usage scenarios of enhanced mobile broadband (eMBB), ultra-
reliable and low latency communications (URLLC), and massive machine type communications, which require improved
throughput, latency, and reliability compared with a 4G system. This overview paper discusses key characteristics of 5G channel
coding schemes which are mainly designed for the eMBB scenario as well as for partial support of the URLLC scenario focusing
on low latency. Two capacity-achieving channel coding schemes of low-density parity-check (LDPC) codes and polar codes have
been adopted for 5G where the former is for user data and the latter is for control information. As a coding scheme for data, 5G
LDPC codes are designed to support high throughput, a variable code rate and length and hybrid automatic repeat request in
addition to good error correcting capability. 5G polar codes, as a coding scheme for control, are designed to perform well with
short block length while addressing a latency issue of successive cancellation decoding.
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I . I NTRODUCT ION

In recently finalized release-15 5G new radio (NR) access
technology standards by 3rdGenerationPartnershipProject
(3GPP), two new physical-layer channel coding schemes
of polar and low-density parity-check (LDPC) codes have
been introduced to replace convolutional and Turbo codes
used for 4G long-term evolution (LTE). According to the
3GPP technical report 38.913 [1], there are three main 5G
usage scenarios of enhanced mobile broadband (eMBB),
ultra-reliable and low latency communications (URLLC),
and massive machine type communications (mMTC).
These scenarios require improved throughput, latency, and
reliability compared with a 4G system. In addition to this,
similar to a 4G system, 5G channel codes should also sup-
port a variable code rate and length for both control infor-
mation and user data as well as hybrid automatic repeat
request (HARQ) for user data. During the study phase of
5G standardization, the objectives of which were described
in [2], many coding schemes including 4G’s were evaluated
based on the aforementioned requirements, and LDPC cod-
ing has been adopted for user data while polar coding has
been adopted for control information of the eMBB scenario
as well as for the release-15 scope of the URLLC scenario
focusing on low latency in 5G cellular communications;
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3GPP evaluation summary can be found in [3, 7.1.3]. The
3GPP specification work is currently being done for further
enhancement of URLLC and will be done in future for 5G
mMTC.

LDPC codes were originally defined by Gallager [4],
and a parity check matrix of LDPC codes can be repre-
sented by a bipartite graph as described in Fig. 1. Low
density in a parity check matrix corresponds to a sparse
graph representation, and such sparsity can result in low
decoding complexity when message passing decoding is
applied. Such a possibility of efficient decoding is an impor-
tant factor in practical deployment scenarios. In addition to
applicability of efficient decoding, LDPC codes are shown
to achieve capacity of memoryless, binary-input, output-
symmetric (MBIOS) channels in theory [5–9]; an MBIOS
channel is characterized by transition probability pY|X(y|x)
which satisfies pY|X(y|0) = pY|X(−y|1) for X ∈ {0, 1} and
Y ∈ Y whereY can be either discrete or continuous. As will
be described later in this paper, there are a few important
characteristics of 5G LDPC codes which resemble those of
capacity-achieving LDPC codes.

5G deployment scenarios, especially the eMBB case,
require the support of high throughput which can be up to
20Gbps, and encoding and decoding process of 5G channel
codes especially for data needs to be designed to handle this.
5G LDPC codes adopt the structure of quasi-cyclic (QC)
LDPC codes [10] which naturally enables parallelism in
encoding and decoding [11], and high-throughput encoder
and decoder can be realized by such parallelism. 5G chan-
nel codes for data should also support HARQ, and 5G

1https://doi.org/10.1017/ATSIP.2019.10 Published online by Cambridge University Press

mailto:jungwon@alumni.stanford.edu
https://doi.org/10.1017/ATSIP.2019.10


2 jung hyun bae et al.

Fig. 1. Graph representation of LDPC parity check matrix.

Fig. 2. Encoder/transmitter processing chain of 5G LDPC codes and polar codes. (a) LDPC codes, (b) polar codes.

LDPC codes are designed to efficiently support incremen-
tal redundancy (IR) HARQ. As will be described later, such
IR-HARQ design of 5G LDPC codes effectively reduces
the size of encoding and decoding graph when the oper-
ating code rate is high, which also helps the realization of
high throughput. Rate compatibility to select an arbitrary
amount of transmitted bits from mother code output and a
variable code length are other important functionalities of
5G channel codes, and the 5G LDPC design realizing such
functionalities will be described later in this paper. Fig. 2(a)
describes an encoder/transmitter processing chain of 5G
LDPC codes.

Polar codes were originally defined by Arikan [12] who
proved capacity achievability on MBIOS channels. Unlike
the capacity achievability of LDPC codes which relies on
ensemble average performance, the capacity achievability
of polar codes can be proved with a specific realization.
Moreover, simple successive cancellation (SC) decoding is
enough to achieve capacity. One of the main aspects of
polar code design is the determination of the information
sequence, i.e., determination of information and frozen bit
positions.While such a procedure can be done in a recursive
form of simple closed-form equations for the binary era-
sure channel (BEC) [12, III.B], it is numerically involved for
more general channels like additive white Gaussian noise
(AWGN) channel [13, 14].

In a practical system, one possible way to avoid the afore-
mentioned numerical challenge for information sequence
determination would be to store the precomputed infor-
mation sequence. However, information sequence can also
depend on parameters like signal-to-noise ratio (SNR),
code length etc., so a compromise needs to be made to limit
the number of different information sequences. In 5G, a sin-
gle information sequence is adopted to be applied for all

cases. Similar to codes for data, 5G channel codes for con-
trol should support rate compatibility through a process
of rate matching. Note that some information bit posi-
tions originally determined by the information sequence
may become unusable due to rate matching, and it will be
described later in this paper how 5G polar codes efficiently
adjust information bit positions acknowledging it. There are
additional requirements for control information compared
with data due to the fact that control information is typi-
cally transmitted with a smaller amount of information bits
and with a shorter codeword length. Control information is
also typically transmitted with lower code rate while good
performance in lower BLER regime is required. 5G polar
codes are designed to satisfy these requirements. Adoption
of polar codes for control information is reasonable espe-
cially considering low BLER application given the fact that
polar codes are analytically shown not to suffer from error
floor [15].

While the capacity achievability of polar codes with
simple SC decoding is attractive, its finite length perfor-
mance with SC decoding is shown to be noticeably worse
than other channel coding candidates [16]. A well-known
solution for such a concern especially for polar codes is
list decoding [16]. Simply speaking, successive cancella-
tion list (SCL) decoding tries to overcome the fundamental
drawback of premature decision of SC decoding by keep-
ing multiple decision candidates throughout SC decoding
process, i.e., by not making a firm decision during SC
decoding stage. To further improve BLER performance of
SCL decoding, CRC-aided (CA) SCL [16] is considered in
which CRC is used not only for error detection but also
for error correction. Another concern with SC decoding
is its latency issue, and there are several practical solu-
tions reducing latency of SC decoding [17–19]. In addition
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to such an implementation-specific effort, 5G polar codes
adopt distributed CRC to support early decoding termina-
tion. Fig. 2(b) describes an encoder/transmitter processing
chain of 5G polar codes.

The remainder of this paper is organized as follows.
Section II describes the main characteristics of 5G LDPC
codes while Section III describes details of 5G polar codes.
Section IV describes performance of 5G LDPC and polar
codes. Section V concludes the paper.

I I . 5G LDPC CODES

In this section, we describe the main characteristics of 5G
LDPC codes. 5G LDPC codes are QC-LDPC codes which
belong to a family of protograph codes. Design of a per-
mutation matrix, as well as design of the protograph, are
important aspects for protograph code design, and these
will be explained in detail. Rate matching procedures for
rate compatibility as well as support of IR-HARQ will also
be described.

A) Protograph codes
5G LDPC codes belong to a family of QC-LDPC codes [10],
and QC-LDPC codes can be explained by using a con-
cept of protograph codes. Fig. 3 describes a procedure of
constructing a long protograph code by using a small pro-
tograph. Simply speaking, a graph representation of proto-
graph codes can be obtained by attaching multiple copies
of the protograph and by then permuting edges across
them. To perform permutation of edges, like variable and
check nodes are first identified from each copy of the pro-
tograph, and edge permutation only happens among these
like nodes. A process of attaching multiple copies of the
protograph and permuting edges is called lifting, and the
number of attached copies of the protograph is called lift-
ing size which is typically represented by a variable Z. For
LDPC codes, local connection among variable and check
nodes are important to ensure good performance, and this
permutation procedure enables constructing long codes by
connecting multiple copies of the small protograph while
maintaining local connection characteristics of it, e.g., if a
check node (or a variable node) in the protograph in Fig. 3
is connected to edges with a group of colors, then the cor-
responding check node (or the variable node) would still
be connected to the edges with the same group of colors
after the long protograph code is constructed. Designing
a good permutation pattern with a good cycle property is

also important for the performance of protograph codes.
There have been multiple observations showing that pro-
tograph codes achieve good finite length performance in
various environments [20]. In addition to ease of construct-
ing good codes with longer length, protograph codes enable
natural parallelism in encoding as well as in decoding [11],
which is beneficial when layered decoding [21] is applied. In
layered decoding, each check node or variable node is pro-
cessed sequentially during each decoding iteration unlike
a flooding schedule in which messages at all check nodes
are updated simultaneously (in parallel) during one half of
a decoding iteration and vice versa for all variable nodes
during the other half of the iteration. Layered decoding typ-
ically expedites convergence time in terms of the number
of decoding iterations, but it is not typically parallelized,
unlike a flooding schedule. With protograph codes, how-
ever, the like nodes from every copy of the protograph can
naturally be processed simultaneously without affecting the
performance of layered decoding. Such parallelism, espe-
cially at decoding, has a crucial impact for high throughput
support.When parallelismof the size equal to the lifting size
is applied at the decoder, the decoding latency of a very long
code with a large lifting size would not be worse than that of
a very short code with a small lifting size, i.e., the decoding
latency is governed by the size of the protograph not by the
actual code length.

In the 5G specification [22, 5.3.2], a protograph is
officially called a base graph, and there are two types of base
graphs whose usage is determined by code rate or a size of
information bits. A parity checkmatrix of protograph codes
can be constructed from the base graph by replacing each
zero-valued entry with a Z × Z all-zero matrix and each
non-zero-valued entry with a Z × Z permutation matrix.
QC-LDPC codes can be considered as protograph codes
whose permutation is only allowed to be a circular shift. In
other words, a permutation matrix of QC-LDPC codes is a
circularly-shifted identity matrix. One of the main benefits
of having a circularly-shifted identity matrix as a permu-
tation matrix is that each permutation is represented by a
single number. This greatly reduces the memory require-
ment for implementation while also facilitating the use of a
simple switch network for encoding and decoding [23].

In the 5G specification, 51 different lifting sizes are
defined, and there are eight different permutation matrix
designs per base graph as described in Table 1. The fac-
tors considered for determination of lifting sizes are the
amount of possible parallelism and the associated switch
network complexity. Note that the support of a variable
code length can efficiently be done by simply choosing the

Fig. 3. Construction of protograph codes; permutation is applied for like-colored edges.
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Table 1. The relationship between shift-value sets and lifting
sizes for 5G LDPC codes

Shift-value set index Set of lifting sizes (Z)

0 2, 4, 8, 16, 32, 64, 128, 256
1 3, 6, 12, 24, 48, 96, 192, 384
2 5, 10, 20, 40, 80, 160, 320
3 7, 14, 28, 56, 112, 224
4 9, 18, 36, 72, 144, 288
5 11, 22, 44, 88, 176, 352
6 13, 26, 52, 104, 208
7 15, 30, 60, 120, 240

appropriate lifting size based on the information bit length
to be encoded [22]. A lifting size is selected such that it
is close to the number of information bits divided by the
number of base graph columns corresponding to informa-
tion bits; the number of base graph columns corresponding
to information bits is 22 for base graph 1 and 10 for base
graph 2. The set of permutation matrices which determines
the permutation matrix for every non-zero-valued entry of
the base graph is selected according toTable 1 for each lifting
size [22]. The permutation matrices, i.e., the circular shift
values, in the 5G specification are described for the maxi-
mum lifting size corresponding to each set of permutation
matrices, and a modulo operation of the circular shift value
by the chosen lift size is applied to obtain the shift value for
the smaller lifting sizes. Due to this nature, different lifting
sizes having the same set of permutation matrices can be
considered as the same family of LDPC codes.

B) Base graph design
In addition to the design of the shift values, the design of
the base graphwhich governs good local connection among
variable and check nodes is important to ensure good per-
formance of LDPC codes. Before describing details of 5G
LDPC base graph design, let us discuss the capacity achiev-
ability of LDPC codes. LDPC codes are proved to achieve
capacity of MBIOS channels, and such capacity achievabil-
ity is in average sense over an ensemble of codes. An ensem-
ble is typically defined by degree distribution of variable
(λ(x)) and check (ρ(x)) nodes.

λ(x) =
∑
i

λixi−1, (1a)

ρ(x) =
∑
i

ρixi−1, (1b)

where λi(ρi) gives fraction of edges connected to variable
(check) nodes with degree i. In other words, λi(ρi) is the
probability that an edge chosen uniformly at random from
the graph is connected to a variable (check) node of degree i.
An ensemble of LDPC codes which is defined by the above
λ(x) and ρ(x) is called a standard ensemble. It is called regu-
lar if bothλ(x) andρ(x) consist of a single term and is called
irregular otherwise. Unfortunately, it is shown [24] that a
standard ensemble cannot achieve capacity ofMBIOS chan-
nels unless its parity check matrix density grows to infinity

with respect to code length. One thing to note is that such
a negative result does not necessarily hold when modifica-
tion of the standard ensemble, e.g., introducing punctured
variable nodes, introducing multiple edge types such as an
accumulator portion in irregular repeat accumulate (IRA)
codes, is applied [25, 7.1], and several LDPC codes [7, 9] are
shown to achieve capacity of MBIOS channels with finite
density.

In this sub-section, we describe details of 5G LDPC base
graph design while providing relationship to the capacity-
achieving LDPC codes. The structure of the 5G LDPC base
graph can be explained by using Fig. 4 which describes base
graph 1 whose size is 46× 68 with mother code rate of 1/3.
The structure of base graph 2 whose size is 42× 52 with
mother code rate of 1/5 is similar to that of base graph 1. The
first 22 columns of base graph 1 and the first 10 columns of
base graph 2 correspond to information bits. Note that the
first two columns of both base graphs are not transmitted,
i.e., they are always punctured.

1) High-rate sub-matrix as IRA codes
The high-rate sub-matrix of base graph 1which corresponds
to the first 4 rows and the first 26 columns of Fig. 4 has a
structure of IRA codes. As described by an exemplary graph
representation in Fig. 4, IRA codes are constructed by con-
catenating irregular LDPC codes and an accumulator which
is represented as a dual-diagonal structure. In [7], IRA codes
are shown to achieve capacity of BEC with bounded graph-
ical complexity, i.e., the number of 1’s in parity check matrix
divided by the number of information bits. There also is an
implementation benefit of the IRA structure since it enables
efficient encoding [26]. It can be seen that the code rate of
this sub-matrix of base graph 1 is high (11/12), and the check
node degree is also high compared with other check nodes
outside this sub-matrix; for base graph 1, check node degree
in this sub-matrix is 19, and check node degree outside this
sub-matrix ranges from 3 to 10.

2) IR-HARQ extension as LDPC-GM codes
The remaining 42 rows of base graph 1 correspond to the
extension region. Themain purpose of the extension region
is supporting IR-HARQ.

Note that both the encoder and decoder would at least
need to consider the entire high-rate sub-matrix portion
even if the actual transmission does not fully cover it, i.e.,
puncturing would be applied at the encoder after encod-
ing using the entire high-rate sub-matrix, and zero-padding
of input bit log likelihood ratio (LLR) for the punctured
portion would be applied at the decoder before decoding.
However, due to the diagonal structure of the extension
region, neither the encoder nor the decoder needs to con-
sider the extension region unless the actual transmission
falls in that region, i.e., the encoder can generate each
codeword variable corresponding to the extension region
one by one instead of encoding based on the entire base
graph and puncturing. If the high-rate sub-matrix portion is
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Fig. 4. 5G LDPC base graph 1.

transmitted for the first transmission, then IR-HARQ oper-
ation at retransmission can simply be supported by addi-
tionally generating the extension region portion on-the-fly.
Similarly, the amount of decoding time can be smaller if
only a part of the extension region portion is transmitted,
i.e., if the code rate is higher than the mother code rate,
for layered decoding and potentially for a flooding schedule
depending on implementation. Such characteristics make
5G LDPC code design considerably differ from 4G Turbo
code design, and can facilitate high throughput of 5G system
together with the aforementioned encoding/decoding par-
allelism. Note that construction of degree-1 variable nodes
in the extension region can be considered as encoding of
LDPC-GMcodes. LDPC-GMcodes are constructed by con-
catenating LDPC codes and LD-generator matrix (GM)
codes as described by an exemplary graph representation in
Fig. 4. In [9], LDPC-GM codes are shown to achieve capac-
ity of MBIOS channels with bounded graphical complexity.

3) Punctured information variables
As mentioned earlier, the encoder output corresponding to
the first two columns of the base graph is not transmitted.
Note that the decoder must recover these punctured vari-
ables since they correspond to information bits. This is a
bit different from punctured parity bits in a sense that the
decoder may not attempt to recover those bits and may just
rely on CRC to verify decoding results although it incurs
worse false alarm performance than utilizing all parity bits.
It can be seen from Fig. 4 that the variable degree of punc-
tured two columns is considerably higher than that of non-
punctured variables, and this a reasonable design since the
large variable degree, i.e., being connected to many check
nodes, would increase a chance that the punctured variable
is correctly recovered. Puncturing can be considered as a
performance-improving aspect. In [7], non-systematic IRA
codes which achieve capacity of BEC with bounded graphi-
cal complexity are presented as punctured codes. Intuitively,
the act of puncturing can introduce more check nodes than
what the design rate indicates, e.g., 46 (= 44 + 2) check
nodes for base graph 1 with design rate of 1/3 and 22 infor-
mation variables or, more significantly, 4(= 2+ 2) check

nodes for the high-rate sub-matrix with design rate of 11/12,
and it can be beneficial to performance as long as those
punctured variables are well protected by check nodes, i.e.,
the high variable node degree.

Another important characteristic of the 5G LDPC base
graph design is its row orthogonality. It can be seen that
there are no two consecutive rows having common non-
zero column except for the high-rate sub-matrix or punc-
tured two columns. Such a characteristic is called row
orthogonality (or quasi row orthogonality due to imperfect
orthogonality mainly caused by punctured columns), and
one of the main reasons for such design is to reduce decod-
ing latency. The main idea of layered decoding is to allow
updated check-to-variable information to be utilized more
quickly for variable-to-check information. However, con-
siderable decoding latency may occur if we want to ensure
that reading of check-to-variable information reflects the
previous row’s latest operation unless there is proper row
orthogonality [11]. In other words, such information read-
ing can be outdated without row orthogonality since the
writing operation of the previous row to that variable node
might not have been complete when there are common
columns in the two consecutive rows. Hence, 5G LDPCbase
graph design aims to provide row orthogonality for fast and
reliable decoding.

C) Rate matching and interleaving
The amount of available resources for transmission can
dynamically vary in a cellular system, and 5G LDPC codes
need to support rate matching functionality to select an
arbitrary amount of transmitted bits. As mentioned earlier,
design of the extension region of 5G LDPC codes already
supports a relatively easy way of supporting this functional-
ity. Similar to 4G, HARQ operation and the corresponding
rate matching operation of 5G LDPC codes is controlled
by redundancy version (rv) from 0 to 3. Each redundancy
version corresponds to a certain column position of the
base graph which divides the base graph excluding punc-
tured two columns into four chunks. Note that this is tech-
nically correct only when HARQ buffer limitation is not
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Fig. 5. Rate matching operation of 5G LDPC codes.

Fig. 6. Block interleaving operation of 5G LDPC codes.

effective. Similar to 4G, there is HARQ buffer limitation
for the downlink of 5G standards which becomes effective
at around the maximum throughput. When effective, the
minimum code rate of the encoding and decoding graph
is limited at 2/3 while base graph 1 itself can support the
code rate as low as 1/3. This means that at most only 2/3
of the base graph is utilized for the encoding and decod-
ing, and hence, rv divides such 2/3 of the base graph into
four chunks when HARQ buffer limitation is effective. The
transmitted bits corresponding to certain redundancy ver-
sion consist of the encoder output starting from the afore-
mentioned column position as described in Fig. 5 which is
depicted assuming no HARQ buffer limitation. The length
of transmission for each redundancy version is determined
by the amount of available transmission resources. Initial
transmission must start with redundancy version 0 whose
column position is at the third. Due to the varying amount
of available resources, each retransmission may or may not
have overlapped columns. If the transmission length start-
ing from the column position of a certain redundancy ver-
sion exceeds the size of parity check matrix (or a part of it if
HARQbuffer limitation is effective), then such transmission
includes the encoder output of earlier columns after wrap-
around excluding punctured first two columns. Note that
the encoder output corresponding to punctured first two
columns is never transmitted.

In 5G LDPC codes, further bit interleaving operation
is applied after selection of the transmitted bits which is

done by a row-column interleaver as described in Fig. 6
whose row size depends on the modulation order among
4/16/64/256 quadrature amplitudemodulation (QAM).One
of main motivations of this interleaver is to allocate infor-
mation bits to better bit channel locations under Gray map-
ping which are most significant bits of each QAM symbol.
Resource allocation type 1 in 5G supports interleaved map-
ping, which performs additional symbol-level interleaving,
and it can be understood as the process of bit-interleaved
codedmodulation (BICM) [27] combined with the bit-level
interleaver.

I I I . 5G POLAR CODES

Let us consider length-N polar codes with code rate R; there
are K = NR information bits. Encoding of 5G polar codes
is done with a length-N encoder input binary sequence
u for which values of N − K bit positions are fixed. For
MBIOS channels, the value of such fixed positionswhich are
called frozen bits is irrelevant in terms of performance, and
hence, we will consider it to be zero-valued from now on. A
length-N encoder output binary sequence x is generated as
x = uGN = u(G2)

⊗n, where n = log2 N, A
⊗n denotes n-th

Kronecker power of matrix A, and G2 =
[
1 0
1 1

]
. Encod-

ing of 5G polar codes can be graphically described as in
Fig. 7 in which the leftmost side represents the encoder
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Fig. 7. Encoding of length-8 polar codes.

input and the rightmost side represents the encoder output.
Note that the generator matrix GN of 5G polar codes is dif-
ferent from that given in [12]; the generator matrix in [12] is
BNGN where BN is a bit-reversal permutation matrix. Due
to bit-reversal invariance of GN [12, VII], this difference of
generatormatrixmerely creates a permuted encoder output.
Possible code lengths of 5Gpolar codes are 2n for 5 ≤ n ≤ 10
for uplink while 7 ≤ n ≤ 9 for downlink. polar codes are
shown to achieve capacity of MBIOS channels using SC
decoding [12], and the assumption of SC decoding typically
strongly influences polar code design. Hence, let us briefly
describe SC decoding as well as its enhanced version, SCL
decoding, before discussing 5G polar code design in more
detail.

A) SC decoding of polar codes
Let us first consider SCdecoding originally proposed in [12].
For each encoder input bit ui of length-N polar codes
for 0 ≤ i < N, let us define a bit channel whose input
is ui and output is yN−1

0 , ui−10 with transition probability
W(i)

N (yN−1
0 , ui−10 |ui) for observation yN−1

0 . In other words,
there are N different bit channels for length-N polar codes.
As described in [12], the main motivation of polar codes
is a phenomenon called bit channel polarization in which
the proportion of bit channels whose capacity approaches
1 becomes arbitrarily close to capacity of an underlying
MBIOS channel while the capacity of remaining bit chan-
nels approach 0.Hence, a simple capacity achieving strategy
(or a code) can be designed by transmitting information bits
on those infinitely reliable bit channels.

A simple example of bit channel polarization under SC
decoding can be illustrated as Fig. 8. At each kernel rep-
resented by G2, u0 is always less reliable than u1, and such
a relationship can be utilized to identify that the reliability
monotonically increases with respect to bit position index
for a length-4 case. Longer polar codes are constructed
by combining multiple shorter polar codes, and “bad” and
“good” separation happens at every G2 kernel starting from
the rightmost side until reaching the leftmost side. Note that

the resulting bit channel reliability order will not always be
monotonic with respect to bit position index for polar codes
longer than 4.

The aforementioned concept of a bit channel is closely
related to SC decoding. As a matter of fact, W(i)

N (yN−1
0 ,

ui−10 |ui) is a metric which an SC decoder uses to make deci-
sion on an information bit ui assuming that all previous
decisions are correct or known.More rigorously, the follow-
ing quantities (messages) are recursively computed for 0 <

m ≤ log2 N, 0 ≤ l < 2m−1 and 0 ≤ j < N/2m to identify ûi
for 0 ≤ i < N. Below, the quantities W(2l)

2m and W(2l+1)
2m for

m = log2 N and 0 ≤ l < N/2 correspond to the aforemen-
tioned bit channel transition probabilityWi

N(yN−1
0 , ui−10 |ui)

for 0 ≤ i < N.

W(2l)
2m

(
s(lN/2m−1+j)
m

)

=
∑

s
( lN
2m−1 +j+ N

2m )
m

{
W(l)

2m−1

(
s
(

lN
2m−1 +j

)
m ⊕ s

(
lN

2m−1 +j+ N
2m

)
m

)

× W(l)
2m−1

(
s(lN/2m−1+j+N/2m)
m

)}
, (2a)

W(2l+1)
2m

(
s(lN/2m−1+j+N/2m)
m

)
= W(l)

2m−1

(
ŝ(lN/2m−1+j)
m ⊕ s(lN/2m−1+j+N/2m)

m

)
× W(l)

2m−1

(
s(lN/2m−1+j+N/2m)
m

)
, (2b)

where

sba ∈ {0, 1}, (3a)

ŝ(lN/2m−1+j)
m−1 = ŝ(lN/2m−1+j)

m ⊕ ŝ(lN/2m−1+j+N/2m)
m , (3b)

ŝ(lN/2m−1+j+N/2m)
m−1 = ŝ(lN/2m−1+j+N/2m)

m , (3c)

ŝ(i)log2 N =
{
argmaxs(i)log2 N

W(i)
N (s(i)log2 N) for information

0 for frozen

for 0 ≤ i < N, (3d)

W(0)
1

(
s(j)1 ⊕ s(j+N/2)

1

)
= W

(
yj
∣∣∣s(j)1 ⊕ s(j+N/2)

1

)
,

W(0)
1

(
s(j+N/2)
1

)
= W

(
yj+N/2

∣∣∣s(j+N/2)
1

)
for 0 ≤ j < N/2, (3e)

andW(y|x) corresponds to transition probability pY|X(y|x)
of an MBIOS channel. Note that ŝ(i)log2 N above corresponds
to ûi.

The above quantities (messages) can be described by
a diagram in Fig. 9 which demonstrates message gen-
eration trajectory for W(0)

N (u0) of length-8 polar codes.
In SC decoding, every bit channel is visited one by
one in the monotonically increasing order with respect
to i to evaluate W(i)

N (ui) and decide ûi. Note that the
value of ui corresponding to frozen bits is known to the
decoder. A similar procedure can be defined by using LLR
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Fig. 8. Bit channel polarization of length-4 polar codes.

Fig. 9. Message flow of SC decoding.

of log(W(yi|xi = 0))/(W(yi|xi = 1)) as described in [12,
VIII. A] instead of likelihoodW(yi|xi).

Although polar codes achieve capacity of MBIOS chan-
nels using the SC decoder, its finite-length performance
is noticeably worse than other typical channel coding
schemes [16]. SCL decoding [16] can be considered to
overcome this issue. As an example, consider SCL decod-
ing with list size L = 4 with length-8 polar codes, where
ui with i = 0, 1, 2, 4 are frozen. The first information bit
decoded is u3, and the decoder computesW

(3)
N (u3) for that.

However, instead of making decision on u3, the decoder
keeps both û3 = 0, û3 = 1, and computes subsequent mes-
sages under both hypotheses. While the decoder com-
putes W(5)

N (u5) under both hypotheses to decode u5, the
decoder still does not make a decision on u5, and keeps
(û3, û5) = (0, 0), (0, 1), (1, 0), (1, 1). The decoder com-
putes subsequent messages under all four hypotheses to
reach W(6)

N (u6). Here, the decoder finally needs to make a
decision. Since the number of hypotheses on (û3, û5, û6)
is 8 which exceeds the list size, the decoder needs to
select 4 out of 8 to continue. Such a selection is based on
W(6)

N (u6) = P(yN−1
0 , û50|u6) ∝ P(yN−1

0 |û50, u6) which essen-
tially is the likelihood of each hypothesis; the decoder
chooses 4 hypotheses whose W(6)

N (u6) are the largest. At
the end of the decoding, a hypothesis (or a candidate) with
the highestW(N−1)

N (uN−1) is selected as the decoder output.

By keeping the list, the SCL decoder tries not to make an
early decision; note that a hard decision is still made for
each bit of each candidate in the list, so decoding operation
for each candidate in the list is conceptually the same as SC
decoding. In other words, SCL decoding with the list size L
would look computationally similar to running L times of
SC decoding.

Since the 5G system is equipped with a CRC, perfor-
mance of the aforementioned SCL decoding can be further
improved by considering CA-SCL [16]. Decoding operation
under CA-SCL is identical to that under SCL until the final
stage. The decoder output ofCA-SCL is selected only among
CRC-passing candidates. In other words, the decoder out-
put can be from a candidate whose likelihood is not the
largest. Such a procedure obviously improves block error
rate (BLER), but also apparently degrades false alarm (FA);
FA occurs when a CRC-passing codeword is not the actual
transmitted one.

One of themain concerns with SC decoding is its latency
issuemainly due to the fact that the information bits need to
be decoded one by one. There are several practical solutions
reducing latency of SC decoding [17–19], and the main idea
is to group the processing of multiple bits to expedite the
decoding process. Unlike LDPC codes whose decoding is
typically done on a graph representation of the parity check
matrix as described in Fig. 1, the decoding of polar codes
is typically done on a graph representation of the generator
matrix as described in Fig. 9. This combined with the fact
that the value of frozen bits is known to the decoder allows
the decoder to efficiently skip processing of frozen bits dur-
ing the decoding. The benefit of such skipped processing
would be larger with lower code rate while control informa-
tion for which polar codes are used is typically transmitted
with lower code rate.

B) Information sequence
Design of the information sequence which can be thought
as establishing the reliability order of bit channels is one of
the most important aspects of polar code design. It can be
done by evaluating Bhattacharyya parameters of bit chan-
nels [12, I.B.4)] assuming SC decoding.
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Establishing the reliability order of bit channels can be
efficiently done only for a limited set of channels such as
BEC. For general channels like AWGN, density evolution
(DE) can be applied to determine the reliability order as
described in [13]. What DE does is to track the probability
density function of intermediate LLR’s during the decoding
stages, and themain problem of such an approach is its pro-
hibitively large computational complexity. Reduction of the
computational load is investigated in [14] by quantizing the
space of the intermediate LLR’s during SC decoding, but it is
still computationally challenging. As a practical alternative,
a precomputed information sequencemay be stored, but the
dependency of the reliability order on parameters like SNR,
code length etc. makes application of the optimal sequences
for all cases infeasible. As a compromise, 5G polar codes
adopted a single information sequence and established a
simple rule for determining information sequences of mul-
tiple different code lengths while maintaining good enough
performance.

One aspect which can be useful in designing the infor-
mation sequence for a practical system is the concept of
universal partial order (UPO). While the reliability order
of bit channels depends on the communication channel,
it can be shown that there is a universal partial order in
bit channels which holds for any MBIOS channel [28].
There are two things which need to be considered to under-
stand the general trend of bit channel reliability, which are
row weight of a generator matrix and the order of decod-
ing. It is worth noting that polar codes and Reed-Muller
(RM) codes share the same generator matrix, and the infor-
mation sequence selection rule is what only differentiates
them. For RM codes, the information sequence is deter-
mined based on row weight of the generator matrix; bits
with higher row weight are selected as information. This
choice of the information sequence is understandable since
row weight indicates the amount of protection by coding.
Even for polar codes, such row weight has a strong influ-
ence to bit channel reliability. Also, the order of decoding
under SC decoding strongly affects bit channel reliability,
i.e., bits decoded later tend to be more reliable. This is due
to the fact that undecoded later-positioned bits (includ-
ing later-positioned frozen bits!) act as uncertainty when
a decoding attempt is made for earlier-positioned bits. For
length-4 polar codes, rowweights corresponding to bit posi-
tions 0/1/2/3 are 1/2/2/4. It is reasonable to assume that bit
position 3 is more reliable than bit positions 1 or 2, and bit
positions 1 or 2 are more reliable than bit position 0 based
on row weight. It is also reasonable to assume that bit posi-
tion 2 is more reliable than bit position 1 since bit position
2 is decoded later in SC decoding. Note that these assump-
tionsmatchwith theUPOof length-4 polar codes [29]. Note
that an extended partial order in addition to the UPO can
be established if we restrict the channel to be AWGN [29].

The information sequence of 5G polar codes mostly sat-
isfies the UPO. Note that SCL decoding was assumed for
the design of the 5G information sequence, and the UPO
based on SC decoding does not necessarily need to be sat-
isfied for all bit positions for better performance in this

case [30]. The final information sequence design of 5G polar
codes was done by extensive performance simulation on an
AWGN channel, and the information sequence is described
in Table 5.3.1.2-1 of [22]. It is described with respect to the
length 1024, and the information sequence of shorter polar
codes can be obtained by simply ignoring values larger than
or equal to the code length, i.e., the information sequences
of 5G polar codes of different lengths are nested, which is
one of the main design targets of 5G polar codes.

C) Distributed CRC
Large latency is one of themain concerns of SCdecoding. To
alleviate this, 5G polar codes adopted distributed (D) CRC.
Instead of attaching CRC bits at the end of the information
bits, the CRCbits are distributedwithin the information bits
while ensuring that everyCRCbit only has a dependency on
the information bits occurring earlier than that. For exam-
ple, let us consider a CRC polynomial g(x) = x4 + x + 1
whose generator matrix has the form [I P] where P is given
below for the information length of 10.

P =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1 1 0 1
1 1 1 1
1 1 1 0
0 1 1 1
1 0 1 0
0 1 0 1
1 0 1 1
1 1 0 0
0 1 1 0
0 0 1 1

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(4)

Dependency of the ith CRC bit on the information bits is
given by nonzero rows of the ith column of P. For example,
the first CRC bit has a dependency on 6 information bits. As
is, the first CRC bit can only appear after the last informa-
tion bit contributing to it, which is the eighth information
bit. However, we can also consider interleaving of the infor-
mation bits such that those 6 information bits appear the
earliest as described in Fig. 10. In thisway, theCRCbits from
anyCRCpolynomial can be distributed.One thing to note is
that such CRC and information bit interleaving pattern can
depend on information length. However, if the interleaving
pattern is designed for the longest information length, then
the interleaving pattern of shorter lengths can be obtained
by appropriately considering null elements from the longer
pattern. 5G polar codes also adopted this approach and null
elements shown in Fig. 10 correspond to it.

Let us consider now how the D-CRC can be utilized to
reduce the latency of SC decoding. Since a whole code block
is considered to be erroneous if any CRC check bit fails, the
decoder can check each CRC bit as soon as it is encountered
during SCdecoding and terminates the decoding if any such
check fails. This can especially be beneficial for physical
downlink control channel (PDCCH) processing for which
polar codes are used since it involves a considerable amount
of blind decoding attempts within a configured search space
while only a few candidates are typically valid. Note that
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Fig. 10. Illustration of D-CRC for K = 10, K = 8 and g(x) = x4 + x + 1.

the aforementioned early termination can only happen if all
candidates in the list fail under SCL decoding.

D) Rate matching and interleaving
5G polar codes need to support rate matching functional-
ity to select arbitrary amount of transmitted bits from the
mother coded output. In this sub-section, we describe the
rate matching scheme adopted for 5G polar codes in detail.
Fig. 11 describes the interleaving and rate matching proce-
dure of 5G polar codes, and each component in the diagram
will be explained throughout this sub-section.

1) Interleaving
5G polar codes uses a sub-block inter-leaver. As described
in Fig. 11, the encoded output is divided into 32 equal-length
sub-blocks that are interleaved. The ratematching is applied
to this interleaved version of the encoded output, and the
rate matching output is mapped to QAM symbols. For the
uplink, there is one more triangular interleaver applied to
the rate matching output before QAM-symbol mapping.

2) Puncturing
Puncturing is a typical way of applying the rate matching.
In puncturing, the mother code length N is longer than
the rate matching output size E, and some coded outputs
are not transmitted to meet the rate matching output size.
One can view puncturing scheme as the way how non-
transmitted positions are selected. In 5G polar codes, the
first N − E bits of the interleaved output are punctured as

described in Fig. 11. Note that such selection of the punc-
tured bit positions is not systematically justifiable since
better performance may be achieved if the punctured loca-
tions are carefully chosen [31]. Simply speaking, similar to
the information sequence design, bit channel reliability with
each different puncturing pattern would need to be eval-
uated to find a good puncturing pattern. However, due to
likely dependency of a puncturing pattern on code length,
information length, and SNR etc, such a good scheme may
actually perform worse than other simpler schemes unless
puncturing pattern can be designed for each specific case,
which is not easily feasible in practice. In this sense, punc-
turing scheme adopted for 5Gpolar codes can be considered
as a practical compromise.

Note that puncturing of the encoder output bits cre-
ates bit channels with zero reliability whichmust be frozen.
Fig. 12(a) describes such a phenomenon using length-8
polar codes with block puncturing similar to the scheme
of 5G polar codes; for simplicity, we assume no interleav-
ing before puncturing. If x0 is punctured, then u0 cannot
be decoded since u0 is only carried by x0. Similarly, if x0
and x1 are punctured, then u0 and u1 are not decodable.
In 5G polar codes, input bit indices corresponding to the
punctured output indices (before the sub-block interleaving
described in Fig. 11) are frozen, and this simple rule satisfies
the aforementioned zero-reliability position avoidance.

3) Shortening
At the encoder output, shortening [32] shares the same
principle of puncturing in a sense that only a part of the out-
put positions is selected to be transmitted. As described in
Fig. 11, the main difference between puncturing and short-
ening at the encoder output is that puncturing is applied
from the start of the interleaved encoder output while
shortening is applied from the end. Similar to punctur-
ing, the input bit indices corresponding to the shortened
output indices (before sub-block interleaving described in
Fig. 11) are frozen. However, the reason why such bit posi-
tions are frozen is quite different from that of puncturing,
and it can be explained by Fig. 12(b) which describes the
encoding of length-8 polar codes with block shortening
similar to the scheme of 5G polar codes; for simplicity,
we assume no interleaving before rate matching. Consider

Fig. 11. Interleaving and rate matching procedure of 5G polar codes.

https://doi.org/10.1017/ATSIP.2019.10 Published online by Cambridge University Press

https://doi.org/10.1017/ATSIP.2019.10


an overview of channel coding for 5g nr cellular communications 11

Fig. 12. Block rate matching schemes for polar codes. (a) Block puncturing, (b) Block shortening.

Fig. 13. 5G LDPC codes performance in the AWGN channel for various code rates and modulation orders.

three punctured output bits x5, x6, x7 by shortening. It can
be seen that these three output bits only depend on three
input bits u5, u6, u7 whose indices are the same as the short-
ened output bits. In other words, if those three input bits
are frozen, then values of three shortened output bits are
known. Hence, although those three shortened output bits
are not transmitted, the decoder can assume that they were
transmitted through an infinitely reliable channel. As men-
tioned earlier, undecoded later-positioned bits act as uncer-
tainty in SC decoding, and such infinite reliability of the
later-positioned bits can reduce the uncertainty.

To reduce the amount of frozen bits due to shortening, it
would be desirable to shorten later output bit positions since
the later output positions tend to depend on smaller number
of input bits, e.g., x7 = u7. However, the later input bit posi-
tions which are frozen under such shortening are generally
considered as most reliable. In other words, it sacrifices reli-
able positions as frozen bits to improve earlier bit decoding

performance. In puncturing, the reliable positions are still
used as information bits, but puncturing of output bits
creates a loss in observation which degrades overall bit
channel reliability. In 5G polar codes, shortening is applied
for higher code rates while puncturing is applied for lower
code rates.

4) Repetition
Repetition is another typical rate matching scheme when
the rate matching output size is larger than the mother code
length. In 5G polar codes, repetition is applied at the inter-
leaved output as described in Fig. 11. Since 5G polar codes
utilize multiple different mother code lengths as mentioned
earlier, the choice of rate matching scheme is not straight-
forward; either puncturing/shortening or repetition can be
applied given the rate matching output size and depending
on which mother code length is used. In 5G polar codes,
puncturing/shortening is favored. In other words, given the
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Fig. 14. 5G polar codes performance in the AWGN channel for various information size K and code length N.

rate matching output size, repetition is selected if the rate
matching output size is sufficiently close to themother code
length smaller than it and if the code rate, i.e., the number
of information bits divided by the rate matching size, is not
too high.

I V . PERFORMANCE

In this section, we briefly describe performance of 5G LDPC
and polar codes. Fig. 13 describes the performance of 5G
LDPC codes in the AWGN channel. A code block size of
8448 which is the maximum size in 5G standards was used
for simulation. Modulation orders of 4/16/64/256 QAM
were simulated. Sum-product algorithm [33] was utilized
as the decoding algorithm. Note that, for each code rate,
required SNR for the same block error rate (BLER) mono-
tonically increases as the modulation order increases. For
each modulation order, the required SNR monotonically
increases as the code rate increases as expected. Perfor-
mance trend is also well ordered with respect to relative
throughput, i.e., the number of bits per modulation order
times the code rate.; the required SNR increases as the
relative throughput increases.

Figure 14 describes performance of 5G polar codes on
AWGN channel. Code lengths of 128/256/512 were simu-
lated, and no ratematching was applied, i.e., the transmitted
length is the same as the code length. The simulated infor-
mation size was between 70 and 80 which is the range of
typical downlink control information size (plus 24-bit CRC)
transmitted via PDCCH in 5G standards. 4QAM which is
the modulation order of the PDCCH was used for simula-
tion. SCL decoding with list size 8 is utilized as the decoding
algorithm. Note that, for each code length, required SNR
monotonically increases as the information size increases.

As expected, given the information size, the required SNR
monotonically increases as the code length decreases.

V . CONCLUS ION

LDPC codes and polar codes have been shown in the litera-
ture to be asymptotically optimal for MBIOS channels. For
both codes, however, practical issues of finite-length code
performance, complexity, and latency had to be examined
closely in order to be adopted for 5G.

In the case of LDPC codes, its practical applicabil-
ity was partially demonstrated by its adoption to IEEE
802.11 standards that have seen widely successful commer-
cial deployments. While the use of QC-LDPC codes and
IRA structure are similar to IEEE 802.11 design, the base
graph and circular-shift values, as well as the support of rate
matching and IR-HARQ, are unique features of 5G LDPC
codes that account for high throughput and reliability
requirements.

For polar codes, design of the information sequence that
has a good complexity-performance trade-off was one of
the main focuses. Support of rate matching utilizing punc-
turing, shortening, and repetition was another important
design aspect. For practical applicability, latency and finite-
length code performance are also important considerations.
The latency of decoding is reduced by the use of distributed
CRC, and the finite-length code performance improvement
can be addressed by the use of an advanced decoder such as
the CRC-aided successive cancellation list decoder.
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