
J. Aust. Math. Soc. 91 (2011), 29–54
doi:10.1017/S1446788711001406

AN EIGENSPACE OF LARGE DIMENSION FOR A HECKE
ALGEBRA ON AN Ã2 BUILDING
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Abstract

Let ∆ be an affine building of type Ã2 and let A be its fundamental apartment. We consider the set U0

of vertices of type 0 of A and prove that the Hecke algebra of all W0-invariant difference operators with
constant coefficients acting on U0 has three generators. This property leads us to define three Laplace
operators on vertices of type 0 of ∆. We prove that there exists a joint eigenspace of these operators
having dimension greater than |W0|. This implies that there exist joint eigenfunctions of the Laplacians
that cannot be expressed, via the Poisson transform, in terms of a finitely additive measure on the maximal
boundary Ω of ∆.
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1. Introduction

Let ∆ be an affine building of rank two. We denote by A its fundamental apartment
and by W0 its finite Weyl group. The set U of all special vertices of A is a lattice of
the Euclidean space R2 and we denote byH(A) the Hecke algebra of all W0-invariant
difference operators with constant coefficients acting on the set of all complex-valued
functions defined on U. We consider the algebra H(∆), obtained as the linear span of
all averaging operators Am,n, where m, n ∈ Z, defined by

Am,n f (x) = |S m,n(x)|−1
∑

y∈S m,n(x)

f (y),

for every complex-valued function f on the setU of all special vertices of the building.
Here, S m,n(x) denotes the set of all special vertices having coordinates (m, n) with
respect to x. Both the algebras H(A) and H(∆) have two generators, called Laplace
operators on A and on ∆ respectively.

In [6–8], we used a case-by-case analysis to generalize a classical result of
Helgason [2] on rank-one symmetric spaces. For buildings of type Ã2, B̃2 and G̃2,
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our results characterize the joint eigenfunctions of the Laplacians on the building as
Poisson transforms of finitely additive measures on the maximal boundary Ω of ∆.

The definition of W0-invariant operators on a subset of U requires this set to be
a sublattice of U. We note that the only sublattice of U containing the fundamental
vertex O = (0, 0) is the set of all vertices of the same type as O, say type 0. In this
case, we can replaceH(A) andH(∆) by algebras, H0(A) andH0(∆), associated with
the vertices of type 0. It is trivial to see that H(A) =H0(A) and that H(∆) =H0(∆)
for buildings of type G̃2.

The algebras H0(A) and H0(∆) were considered in [7] for a building of type B̃2.
They have two generators, called Laplace operators for the type 0 vertices. In this
case, we proved that the generalization of the classical result of Helgason, that is, any
joint eigenfunction of all differential operators on a symmetric space can be given by
the Poisson integral, fails for some choice of both the eigenvalues and the parameter
system for the building.

In this paper, we consider the algebrasH0(A) andH0(∆) for a building of type Ã2.
This case differs from those of other buildings of rank two because H0(A) has three
generators, and so there are three Laplace operators on the vertices of type 0 ofA and ∆

respectively. This property leads us to prove that there exists a particular choice of the
eigenvalues for the Laplacians such that the joint eigenspace has dimension greater
than the cardinality of the finite Weyl group W0 for the building.

It is interesting to remark that this is the only case, among buildings of rank two, in
which there exist eigenvalues for the Laplacians having this property. Actually, in all
other cases it has been proved that the dimension of every eigenspace of the Laplacians
is always |W0|. See [6–8].

Since each triple of eigenvalues for the Laplacians generates an eigenvalue of the
Hecke algebra and arises from a multiplicative function defined on U0, the multiplica-
tive function associated with the singular triple of eigenvalues gives an example of a
character whose stabilizer in W0 is not a reflection group (see [3, Proposition 1.1]).
We apply this information about the features of the joint eigenspaces of the Laplacians
to generalize Helgason’s result to the context of these operators. We find that,
whatever the parameter system of the building may be, this generalization fails for
the triple of singular eigenvalues. This is because there are joint eigenfunctions of the
Laplace operators, associated with this triple, that cannot be expressed, via the Poisson
transform, in terms of a finitely additive measure on the maximal boundary of ∆.

This paper concludes the study of the generalization of Helgason’s result for
buildings of rank two, begun in [6] for all vertices of a type Ã2 building, and continued
in [7, 8] for buildings of type B̃2 and G̃2. The strategy that we use in resolving the
problem is the same as that for the other types of buildings of rank two, and we refer
the reader to [6–8] for its description.

In Section 2, we fix a coordinate system on U0, and compare it with the coordinate
system defined in [6] for all vertices of A. In Section 3 we consider the Poisson kernel
defined onU0, and define matricesM0,M1,M2 that allow us to compute the retraction
of the Poisson kernel, with respect to a chamber, according to the method described
in [7, 8].
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In Sections 4 and 5 we investigate the Hecke algebra H0(A). We prove that the
algebra has three generators, and exhibit the relations between them. Moreover,
we define Laplace operators on the set U0, and determine their retractions on the
fundamental apartment.

Sections 6 and 7 are devoted to the study of the joint eigenfunctions of the Laplace
operators on A and on ∆ respectively. In particular, in Section 6, we determine the
dimensions of the joint eigenspaces of these operators, and prove that, for a particular
choice of eigenvalue, the joint eigenspace has dimension greater than the cardinality
of the finite Weyl group W0. Finally, in Section 8, we investigate the bijectivity of
the Poisson transform, and we show that in one case the generalization of Helgason’s
result fails.

We direct the interest reader to the article of Kellil and Rousseau [4] for information
on related arguments.

2. Coordinates on the fundamental apartment

We refer to [6, 9] for formal definitions and details about the features of buildings
of type Ã2. We let q denote the homogeneity of the building. We letU0 and U0 denote
the set of all type 0 vertices of ∆ and of the fundamental apartment A respectively. We
fix a sector Q0 on A based at a vertex O ∈ U0. We denote its fundamental chamber
by C0.

In [6] we defined a pair of integer coordinates for all vertices of any apartment A,
with respect to a fixed sector Qx0 of the apartment. It is easy to check that, if we choose
x0 ∈ U0, then a vertex x has type 0 if and only if it has coordinates (m, n) such that

(m, n) = (3l + h, h)

for some h, l ∈ Z, as shown in Figure 1. In particular, these coordinates can be defined
on the fundamental apartment A, with respect to Q0. We note that x belongs to the
sector Qx0 if and only if h ≥ 0, whereas l may be negative.

Later on, it will be useful to consider a different coordinate system for the vertices of
U0 lying on an apartment. As illustrated in Figure 2, let Q′x0

be the sector 2-adjacent to
Qx0 . Then, let H1 and H2 denote the bisector lines of Q′x0

and Qx0 respectively, oriented
toward Q′x0

and Qx0 . We assign coordinates (m0, 0), where m0 ∈ Z, to the type 0 vertex
of H1 at distance 2|m0| from x0 and coordinates (0, n0), where n0 ∈ Z, to the type 0
vertex of H2 at distance 2|n0| from x0, according to the orientation of H1 and H2.

As usual, these coordinates are independent of the apartment containing the vertex
and the sector. In particular, vertices lying on two different sectors, based at the same
vertex ofU0, have the same coordinates with respect to both sectors. For any x ∈ A of
type 0, let (m, n) and (m0, n0) denote its coordinates inU and inU0 respectively, with
respect to a sector Qx0 based at a vertex of type 0. Then

m = 2m0 + n0 and n = n0 − m0. (2.1)

In particular, the vertices ofU0 lying on the sector Qx0 are characterized by coordinates
(m0, n0) such that −n0/2 ≤ m0 ≤ n0. From now on, we set X = Xm,n or X = Xm0,n0 if the
vertex X has coordinates (m, n) or (m0, n0) with respect to Q0.
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x

F 1. Vertices in an apartment.

x

F 2. Vertices of type zero.

As we did for buildings of type G̃2 and B̃2, to each chamber c of A we can assign
a triple of integer coordinates (k, m0, n0) with respect to Qx0 , where (m0, n0) ∈ Z2

are the coordinates in U0 with respect to Qx0 of the vertex x of type 0 lying on
c and k ∈ {1, . . . , 6} characterizes (among the chambers of A sharing the vertex x)
the position of c with respect to the sector Qx ∼ Qx0 . Figure 3 exhibits the chosen
numbering.

3. Poisson kernel

On the fundamental apartment A, we consider, for any vertex X ∈ U0, the
coordinates (m0, n0) introduced in Section 2, with respect to Q0. For every triple a =

(a1, a2, a3) of complex numbers such that a1a2a3 = 1, we define ψa, the multiplicative
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x

F 3. Coordinates of chambers.

function on U0 associated with a, by

ψa(Xm0,n0 ) = am0
1 a−n0

3 ∀(m0, n0) ∈ Z2.

This function can be viewed as the restriction to U0 of the multiplicative function φb

on U, associated with the triple b = (b1, b2, b3), where

a1 = b1b−1
2 , a2 = b2b−1

3 , a3 = b3b−1
1 . (3.1)

Actually, if a vertex X of U0 has coordinates (m, n) in U and (m0, n0) in U0, then (3.1)
implies that

φb(X) = bm
1 b−n

3 = (b1b−1
2 )m0 (b−1

1 b3)−n0 = am0
1 a−n0

3 = ψa(X).

Let Ω denote, as usual, the maximal boundary of the building. For every ω ∈Ω and
x0 ∈ U0, the retraction rx0

ω with respect to ω (having initial point x0) of the building
on its fundamental apartment is defined as in [6]. According to [6, Definition 2.7], for
any x0 ∈ U0 and any multiplicative function ψa on U0, the Poisson kernel with initial
point x0 associated with ψa is defined by

Px0
a (x, ω) = ψa(rx0

ω ) ∀x ∈ U0 ∀ω ∈Ω.

We simply write P(x, ω) instead of Px0
a (x, ω), whenever there is no ambiguity. The

Poisson kernel depends on the initial point, by [6, Lemma 2.8, Equation (1)]. We
remark that this definition agrees with [7, Definition 3.2.1] and [8, Definition 2.3.1]
when we set a1 = α and a−1

3 = β.
Let rc be the retraction of ∆ on A, with respect to a chamber c, as in [6,

Definition 2.3]. The retraction, f̃c, of a function f , with respect to c, is defined by

f̃c(X) =
1

|r−1
c (X)|

∑
x∈r−1

c (X)

f (x) ∀X ∈ U0.

The method described in [8, Section 3] allow us to determine the retraction of the
Poisson kernel with respect to any chamber. We define 6 × 6 matricesM0,M1 andM2
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as follows:

M0 =M0(a) =



q − 1 0 0 0 0 qa3

0 q − 1 0 0 qa−1
1 0

0 0 q − 1 qa1a3 0 0
0 0 a−1

1 a−1
3 0 0 0

0 a1 0 0 0 0
a−1

3 0 0 0 0 0


,

M1 =



0 0 1 0 0 0
0 0 0 1 0 0
q 0 q − 1 0 0 0
0 q 0 q − 1 0 0
0 0 0 0 0 1
0 0 0 0 q q − 1


,

M2 =



0 1 0 0 0 0
q q − 1 0 0 0 0
0 0 0 0 1 0
0 0 0 0 0 1
0 0 q 0 q − 1 0
0 0 0 q 0 q − 1


.

Fix ω ∈Ω and a chamber c. If we assume that rc(c) = C = rx0
ω (c) and consider the

coordinates defined in Section 2 on the chamber C, then the following theorem holds.

T 3.1. Let (k, m0, n0) be the coordinates of the chamber C. For every X ∈ U0,
let D be the chamber containing X in a minimal gallery connecting C to X. Let
π = (i1, . . . , il) be the type of the gallery [C, D], and letMπ =Mil · · ·Mi1 . Then

P̃(X, ω) = P̃c(X, ω) =
1

|r−1
c (D)|

am0
1 a−n0

3 V0Mπek,

where V0 is the 1 × 6 matrix with all entries 1, and ek is the 6 × 1 matrix such that
eh,k = δhk, when h, k = 1, . . . , 6.

R 3.2. As in [7, Remark 3.2.3], if rc(c) = C = rx0
ω (c), then for every X ∈ U0,∑

x∈r−1
c (X)

F(rx0
ω (x)) =

∑
X′∈R̃(X)

h(X′)F(X′),

where

R̃(X) = {X′ = rx0
ω (x) : x ∈ r−1

c (X)},

h(X′) = |{x ∈ r−1
c (X) : rx0

ω (x) = X′}| ∀X′ ∈ R̃(X).

Since R̃(X) and h(X′) do not depend on the function F, they can be evaluated by
choosing F = ψa and then applying Theorem 3.1.
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4. Laplace operators on the fundamental apartment A

Let us consider the coordinate system on U defined in [6]. If we define X + Y =

Xm+ j,n+k, for X = Xm,n and Y = X j,k, then U can be seen as a W0-invariant lattice of the
Euclidean plane containing U0 as a W0-invariant sublattice. As usual, we define, for
every Y ∈ U, a difference operator tY (acting on the complex-valued functions on U)
by setting

tY (F)(X) = F(X + Y) ∀X ∈ U.

Thus, for every Y ∈ U, the operator

TY =
∑
σ∈W0

tσ(Y)

is a W0-invariant difference operator on U. We simply write TY = T j,k when Y = X j,k.
Since

{σ(X j,k) : σ ∈W0} = {X j,k, X j+k,−k, X− j, j+k, X− j−k, j, Xk,− j−k, X−k,− j},

{σ(X j,0) : σ ∈W0} = {X j,0, X− j, j, X0,− j},

{σ(X0,k) : σ ∈W0} = {X0,k, Xk,−k, X−k,0},

whenever j, k ∈ Z \ {0}, it follows that, for every complex-valued function F defined
on U and every vertex Xm,n,

T j,kF(Xm,n) = F(Xm+ j,n+k) + F(Xm+ j+k,n−k) + F(Xm− j,n+ j+k)

+ F(Xm− j−k,n+ j) + F(Xm+k,n− j−k) + F(Xm−k,n− j),

T j,0F(Xm,n) = F(Xm+ j,n) + F(Xm− j,n+ j) + F(Xm,n− j),

T0,kF(Xm,n) = F(Xm,n+k) + F(Xm+k,n−k) + F(Xm−k,n).

We remark that, in every case, the set {σ(X j,k) : σ ∈W0} contains one vertex lying
on the fundamental sector Q0. Therefore, whenever ( j, k) , (0, 0), there exist j, k ≥ 0,
such that T j,k = T j,k. The linear span of the operators {T j,k : j, k ≥ 0} consists of all
W0-invariant difference operators onUwith constant coefficients. It is the commutative
algebraH(A) generated by the operators T1,0 and T0,1, the so-called Laplacians for all
vertices of A (see [1, Proposition 2.3] or [5, Proposition 3.5], with q = 1). This algebra
is called the Hecke algebra on U.

If we consider U0, then, for each Y ∈ U0, we still let tY and TY denote the restriction
of the previous operators to the functions defined on U0. Moreover, we denote by
H0(A) the subalgebra of H(A) consisting of all W0-invariant difference operators on
U0 with constant coefficients, which is called the Hecke algebra on U0. We now
assign to each vertex of U0, the coordinates defined in U. Then, for nonnegative
j, k, the operator T j,k belongs to H0(A) if and only if ( j, k) = (3l + h, h) where h ≥ 0
and 3l ≥ −h.
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F 4. Vertices defining operators.

In particular, we consider, in the algebra H0(A), the operators T1,1, T3,0 and T0,3.
For every function F and every vertex X = Xm,n in U0,

T1,1F(X) =
∑

Y∈S 1,1(X)

F(Y), T3,0F(X) =
∑

Y∈S 3,0(X)

F(Y), T0,3F(X) =
∑

Y∈S 0,3(X)

F(Y),

where

S 1,1(X) = {Xm+1,n+1, Xm+2,n−1, Xm−1,n+2, Xm+1,n−2, Xm−2,n+1, Xm−1,n−1}

= {Y ∈ U0 : π(X, Y) = (0)},

S 3,0(X) = {Xm+3,n, Xm−3,n+3, Xm,n−3}

= {Y ∈ U0 : π(X, Y) = (0, 2, 1, 0)},

S 0,3(X) = {Xm,n+3, Xm+3,n−3, Xm−3,n}

= {Y ∈ U0 : π(X, Y) = (0, 1, 2, 0)}.

See Figure 4, in which

Y1 = Xm+1,n+1, Y2 = Xm+2,n−1, Y3 = Xm−1,n+2, Y4 = Xm+1,n−2,

Y5 = Xm−2,n+1, Y6 = Xm−1,n−1, Y7 = Xm+3,n, Y8 = Xm−3,n+3,

Y9 = Xm,n−3, Y10 = Xm,n+3, Y11 = Xm+3,n−3 and Y12 = Xm−3,n.

It is easy to prove that T1,1, T3,0 and T0,3 generate the commutative algebraH0(A).
While the algebra H(A) and the corresponding algebra for a building of type B̃2

or G̃2 have two generators, we shall prove that the algebra H0(A) requires three
generators. To this end, we need some technical results.
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L 4.1. Let j, k > 0. The following formulas hold.

T3,0T j,0 = T j+3,0 + cT j−3,3, (4.1)

where c = 2 if j = 3 and c = 1 otherwise.

T3,0T0,k = T3,k + cT0,k−3, (4.2)

where c = 3 if k = 3 and c = 1 otherwise.

T3,0T j,k = T j+3,k + cT j−3,k+3 + dT j,k−3, (4.3)

where c = 2 if j = 3, d = 2 if k = 3, and c = d = 1 otherwise.

T1,1T j,0 = T j+1,1 + cT j−1,2 + dT j−2,1, (4.4)

where c = d = 2 if j = 1 while c = 1 and d = 2 if j = 2, and c = d = 1 otherwise.

T1,1T0,k = T1,k+1 + cT2,k−1 + dT1,k−2, (4.5)

where c = d = 2 if k = 1 while c = 1 and d = 2 if k = 2, and c = d = 1 otherwise.

T1,1T j,k = T j+1,k+1 + c−1,2T j−1,k+2 + c2,−1T j+2,k−1

+ c−2,1T j−2,k+1 + c1,−2T j+1,k−2 + c−1,−1T j−1,k−1,
(4.6)

where cr,s = 1 if j + r, k + s , 0 while cr,s = 6 if j + r = k + s = 0, and cr,s = 2
otherwise.

P. These formulas can be proved by direct computation. �

R 4.2. Suppose that ( j, k) = (h + 3l, h) for some h, l ∈ Z such that h, h + 3l ≥ 0.
This can only occur in (4.1), (4.2), (4.4) and (4.5) for pairs ( j′, k′) with j′ or k′

nonnegative. In (4.3), the integers j − 3 and k − 3 are negative if j = k = 1 and if
j = k = 2. In (4.6), the integers j − 2 and k − 2 are negative if j = k = 1. In these
exceptional cases, there are different formulas: (4.3) can be rewritten

T3,0T1,1 = T4,1 + T2,2 + T1,1,

T3,0T2,2 = T5,2 + T1,4 + T1,1,

and (4.6) can be rewritten

T1,1T1,1 = T2,2 + 2T0,3 + 2T3,0 + 2T1,1 + 6I.

We define a partial ordering on N2 by setting

(m, n) ≺ (m′, n′)
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if |(m + 3n, m)| < |(m′ + 3n′, m′)|, where, as usual, |( j, k)| denotes the Euclidean
distance of the point ( j, k) from the origin. For every pair (m, n) ∈ N2, consider the
operator T m

1,1T n
3,0. We can write

T m
1,1T n

3,0 =
∑
h,l∈Z

cm,n
h,l Th+3l,h,

where all but finitely many coefficients cm,n
h,l are equal to zero when k, l ∈ Z, h ≥ 0 and

h + 3l ≥ 0. The following lemma gives useful information about these coefficients.

L 4.3. For every (m, n) ∈ N2,

cm,n
m,n = 1,

cm,n
h,l = 0 ∀(h, l) ∈ {(h, l) ∈ N2 : (h, l) � (m, n)}. (4.7)

P. We assume that m = 0 and use induction on n. The statements are true when
n = 1, since T3,0 = Th+3l,h if h = 0 and l = n = 1. Suppose that n > 1 and

T n
3,0 =

∑
h,l∈Z

c0,n
h,l Th+3l,h,

where c0,n
0,n = 1 and c0,n

h,l = 0 for all (h, l) ∈ N2 such that (h, l) � (0, n). Then

T n+1
3,0 = T3,0

∑
h,l

c0,n
h,l Th+3l,h =

∑
h,l

c0,n
h,l T3,0Th+3l,h

= T3,0T3n,0 +
∑

0<l<n

c0,n
0,l T3,0T3l,0 +

∑
h>0,h+3l=0

c0,n
h,l T3,0T0,h +

∑
h>0,h+3l>0

c0,n
h,l T3,0Th+3l,h,

and the coefficients satisfy (4.7). All the products, T3,0T3n,0, T3,0T3l,0 when l < n,
T3,0T0,h when (h, 0) � (0, n), and T3,0Th+3l,h when (h, l) � (0, n), can be calculated
using Lemma 4.1. We obtain

T n+1
3,0 = T3(n+1),0 +

∑
h′,l′∈Z

c0,n+1
h′,l′ Th′+3l′,h′ ,

where (h′, l′) � (0, n + 1) or (h′, l′) < N2. Hence the required statement is true when
m = 0 and n ≥ 1.

Now, we fix n and prove by induction on m that the statement is true for all m. It is
certainly true when m = 0, as we proved before. Moreover, if we assume that

T m
1,1T n

3,0 =
∑
h,l∈Z

cm,n
h,l Th+3l,h,
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where cm,n
m,n = 1 and cm,n

h,l = 0 for all (h, l) ∈ N2 such that (h, l) � (m, n), then

T m+1
1,1 T n

3,0 = T1,1

∑
h,l

cm,n
h,l Th+3l,h =

∑
h,l

cm,n
h,l T3,0Th+3l,h

= T1,1T3n,0 +
∑

0<l<n

cm,n
0,l T1,1T3l,0 +

∑
h>0,h+3l=0

cm,n
h,l T1,1T0,h

+
∑

h>0,h+3l>0

cm,n
h,l T1,1Th+3l,h,

where the coefficients satisfy property (4.7). Using Lemma 4.1 again, we obtain

T m+1
1,1 T n

3,0 = T3n+m+1,m+1 +
∑

h′,l′∈Z

cm+1,n
h′,l′ Th′+3l′,h′ ,

where (h′, l′) � (m + 1, n) or (h′, l′) < N2. �

T 4.4. The algebra H0(A) cannot be generated by only two of the operators
T1,1, T3,0 and T0,3.

P. First we prove that the operator T0,3 does not belong to the algebra generated
by T1,1 and T3,0. It will then follow that T3,0 does not belong to the algebra generated
by T1,1 and T0,3 by symmetry.

Suppose that T0,3 belongs to the algebra generated by T1,1 and T3,0. Then there are
finitely many am,n, where (m, n) ∈ N2, such that

T0,3 =
∑
m,n

am,nT m
1,1T n

3,0.

Therefore
T0,3 =

∑
m,n

am,n

∑
h,l∈Z

cm,n
h,l Th+3l,h =

∑
h,l∈Z

bh,lTh+3l,h,

where bh,l =
∑

m,n am,ncm,n
h,l for all (h, l) ∈ Z2. On the other hand, T0,3 = Th+3l,h when

h = 3 and l = −1. Therefore bh,l = 0 for all h, l ≥ 0.
Consider the coefficients cm,n

h,l , where (m, n), (h, l) ∈ N2. We can arrange these
coefficients as a matrix, according to the partial order defined in N2. By Lemma 4.1,
this matrix is lower triangular, and cm,n

h,l = 1 if (h, l) = (m, n). This implies that the
coefficients am,n are uniquely determined by the coefficients bh,l where h, l ≥ 0. So, in
as much as

∑
m,n am,ncm,n

h,l = 0 for all h, l ≥ 0, we must have am,n = 0 for all (m, n). This
is absurd, by the definition of am,n.

Finally, we note that the algebra generated by T3,0 and T0,3 is the linear span of all
operators Tm,n with m = 3µ and n = 3ν. Hence T1,1 does not belong to this algebra. �

D 4.5. Let L1 = T1,1, L2 = T3,0 and L3 = T0,3. The operators L1, L2 and L3,
acting on the space of the complex-valued functions F on U0, are called the Laplace
operators on the type 0 vertices of the fundamental apartment A.
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R 4.6. We note that, if we assign to each vertex of U0 the coordinates (m0, n0)
defined in Section 2, then

L1 = T1,0, L2 = T1,1 and L3 = T−1,2.

Although all the Laplace operators are required to generate the algebra H0(A), the
following relation connects them.

P 4.7. The following formula holds:

(L2 + 3L1 + 6I)(L3 + 3L1 + 6I) = (L1 + 3I)3.

P. We note that

T1,0T0,1 = T1,1 + 3I, T 3
1,0 = T3,0 + 3T1,1 + 6I, T 3

0,1 = T1,3 + 3T1,1 + 6I.

Since T 3
1,0T 3

0,1 = (T1,0T0,1)3, the required formula holds. �

Let us define operators

R1 = L1 + 3I, R2 = L2 + 3L1 + 6I, R3 = L3 + 3L1 + 6I.

The operators R1, R2 and R3 generate the algebraH0(A) and, by Proposition 4.7, they
satisfy the identity

R2R3 = R3
1.

L 4.8. The commutative algebraH0(A) is isomorphic to the quotient algebra

K = C[X1, X2, X3]/(X2X3 − X3
1).

P. Let ι be the canonical homomorphism that maps the quotient algebra K into
H0 = C[R1, R2, R3]. Obviously, ι is surjective. We prove that ι is also injective.

Let k ∈ K. Then k is a coset of the form

k = [k0(X2, X3) + k1(X2, X3)X1 + k2(X2, X3)X2
1],

for suitable polynomials k0, k1, k2. Hence if k ∈ ker(ι), then

k0(R2, R3) + k1(R2, R3)R1 + k2(R2, R3)R2
1 = 0. (4.8)

We shall prove that k0 = k1 = k2 = 0. To this end, we recall (see [6]) that, for every
triple b = (b1, b2, b3) of complex numbers such that b1b2b3 = 1, the multiplicative
function φb on U is a joint eigenfunction of the operators T1,0 and T0,1, with
eigenvalues

λ1(b) = b1 + b2 + b3 and λ2(b) = b−1
1 + b−1

2 + b−1
3 .

Moreover, for every pair s = (s1, s2) ∈ C2, there exists b such that si = λi(b) when
i = 1, 2. Now R1 = T1,0T0,1, R2 = T 3

1,0, and R3 = T 3
0,1, so φb is a joint eigenfunction

of R1, R2 and R3, with eigenvalues s1s2, s3
1 and s3

2 respectively. Therefore (4.8) implies
that

k0(s3
1, s3

2) + k1(s3
1, s3

2)s1s2 + k2(s3
1, s3

2)(s1s2)2 = 0 ∀s1, s2 ∈ C,

and so k0 = k1 = k2 = 0. �
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R 4.9. The previous lemma shows that each element ofH0(A) can be uniquely
written in the form

k0(R2, R3) + k1(R2, R3)R1 + k2(R2, R3)R2
1,

for suitable polynomials k0, k1 and k2. This means that, although the algebra H0(A)
requires three generators, it has dimension two.

If we define

S ]
1(X) = S 1(X) ∪ {X},

S ]
i (X) = S i(X) ∪ S 1(X) ∪ {X},

where i = 2, 3, then the linear operators Λ
]
i , where i = 1, 2, 3, given by

Λ
]
i F(X) =

∑
Y∈S ]

i (X)

hi(X, Y)F(Y) ∀X ∈ U0,

with coefficients hi(X, Y) ∈ C, generate the algebraH0(A) if and only if hi,i , 0 and

hi(X, Y) = hi, j ∀X ∈ U0 ∀Y ∈ S j(X)

when i = 1, 2, 3. The operators Λ
]
1, Λ

]
2 and Λ

]
3 are called ‘generalized’ Laplace

operators on U0.

5. Laplace operators on ∆

For every x ∈ U0, we define sets

S 1(x) = {y ∈ U0 : π(X, Y) = (0)},

S 2(x) = {y ∈ U0 : π(X, Y) = (0, 2, 1, 0)},

S 3(x) = {y ∈ U0 : π(X, Y) = (0, 1, 2, 0)}.

The cardinality of S i(x) does not depend on x. Actually, if rc denotes the retraction of
∆ on A with respect to a chamber c, containing x, then

S i(x) =
⋃

Y∈S i(X)

r−1
c (Y)

when i = 1, 2, 3, where X = rc(x). This implies that

|S 1(x)| = q(q + 1)(q2 + q + 1) and |S 2(x)| = |S 3(x)| = q4(q2 + q + 1).

We set Ki = |S i(x)| when i = 1, 2, 3.
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D 5.1. The linear operators L1, L2 and L3, given by

Li f (x) = K−1
i

∑
y∈Si(x)

f (y) ∀x ∈ U0

when i = 1, 2, 3, acting on the space of complex-valued functions f onU0, are called
Laplace operators on the type 0 vertices of ∆.

With the notation of [5, Section 1], S 1(x), S 2(x) and S 3(x) consist of all type 0
vertices y having coordinates (1, 1), (3, 0) and (0, 3) respectively with respect to x, in
any sector based at x containing y. Therefore L1, L2 and L3 (extended to U) belong
to the Hecke algebra of the building, that is, the commutative algebraH(∆) generated
by the Laplacians defined in [5] for all vertices of the building, and obtained as the
linear span of all averaging operators

Am,n f (x) =
1

Km,n

∑
y∈S m,n(x)

f (y) ∀(m, n) ∈ Z2,

where S m,n(x) denotes the set of all vertices of U having coordinates (m, n) with
respect to x ∈ U, and Km,n denotes its cardinality (see also [1]). Moreover, they
generate the subalgebra H0(∆) obtained as the linear span of all averaging operators
Am,n corresponding to (m, n) = (3l + h, h) for some l, h ∈ Z. This algebra is called the
Hecke algebra on the type 0 vertices of the building.

An alternative proof that the algebra H0(∆) is generated by the Laplace operators
L1,L2 and L3 is given in [1, Proposition 2.5]. There, the algebra is characterized by

{A ∈ H(∆) : Φ(A) = A},

for a particular algebra isomorphism Φ. The same argument can be used to prove that
all of the three operators are needed.

The following lemma exhibits a useful relation between the Laplace operators
on the building and the Laplace operators on its fundamental apartment. See [7,
Lemma 3.5.2, Remark 3.5.3] for the analogous result on a B̃2 building.

We assign, to each vertex of U0, the coordinates (m0, n0) defined in Section 2. For
every complex-valued function F on U0, we define

G(Xm0,n0 ) = q−m0−2n0 F(Xm0,n0 ).

L 5.2. Let ω ∈Ω and x0 ∈ U0. For all x ∈ U0, let X = rx0
ω (x). Then, for every

function F defined on U0,

L1F(rx0
ω (x)) = c1,1L1G(X) + c1,0G(X),

where
c1,1 = q2K−1

1 , c1,0 = (2q2 − q − 1)K−1
1 ,
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and, when i = 2, 3,

LiF(rx0
ω (x)) = ci,iLiG(X) + ci,1L1G(X) + ci,0G(X),

where
ci,i = q3K−1

i , ci,1 = q2(q − 1)K−1
i , ci,0 = q(q − 1)2K−1

i .

P. For every x ∈ U0, let c be the base chamber of the sector Qx(ω). Assume that
rc(c) = C = rx0

ω (c). Then

LiF(rx0
ω (x)) = K−1

i

∑
Y∈Si(X)

( ∑
y∈r−1

c (Y)

F(rx0
ω (y))

)
when i = 1, 2, 3. For every Y ∈ Si(X), the inner sum can be evaluated by using
Remark 3.2 and Theorem 3.1. So we obtain the required identities. �

Consider now the retraction, with respect to a chamber, of the Laplace operators on
the type 0 vertices of ∆. As in [6–8], we prove that the Laplacians retract to linear
operators on A.

L 5.3. Let c be a chamber. Then, when i = 1, 2, 3, there exist nonnegative
functions χi such that

(Li f )̃ c(X) =
∑

Y∈S ]
i (X)

χi(X, Y) f̃c(Y) ∀X ∈ U0

for every function f onU0. Moreover, χi(X, Y) > 0 if Y ∈ S i(X).

P. We refer the reader to [8, Proposition 4.3.1] for the proof of this lemma. �

From now on, we denote by L̃1, L̃2 and L̃3, the linear operators on A obtained by
retracting L1, L2 and L3 with respect to any chamber. That is, when i = 1, 2, 3,

L̃iF(X) =
∑

Y∈S ]
i (X)

χi(X, Y)F(Y) ∀X ∈ U0.

R 5.4. Take a function F on U0. For every chamber c, we set f = F · rx0
ω and

F̃ = f̃c = (F · rx0
ω )̃ c. If Q∨0 is the sector of A opposite to Q0, then rx0

ω (x) = X for all
X ∈ Q∨ and x ∈ r−1

c (X). Therefore

F̃(X) = F(X) ∀X ∈ Q∨0 .

With the notation of Lemma 5.2, this implies that, for all X in a subsector of Q∨0 ,

L̃1(F)(X) = L̃1(F̃)(X) = (L1 f )̃ c(X) =L1( f )(x) = (c1,1L1 + c1,0I)(G)(X),

L̃i(F)(X) = L̃i(F̃)(X) = (Li f )̃ c(X) =Li( f )(x) = (ci,iLi + ci,1L1 + ci,0I)(G)(X)

when i = 2, 3.
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6. Eigenfunctions of the Laplace operators on A

Let us consider the Laplace operators L1, L2 and L3 onU0. As usual, if there exists a
nonzero function F such that Li(F) = λiF when i = 1, 2, 3, then we say that (λ1, λ2, λ3)
is a triple of eigenvalues for these operators. In this case, by Proposition 4.7, the
following identity must be satisfied:

(λ2 + 3λ1 + 6)(λ3 + 3λ1 + 6) = (λ1 + 3)3. (6.1)

Moreover, if we set

ρ1 = λ1 + 3, ρ2 = λ2 + 3λ1 + 6, ρ3 = λ3 + 3λ1 + 6,

then (ρ1, ρ2, ρ3) is a triple of eigenvalues for the operators R1, R2 and R3,
satisfying

ρ2ρ3 = ρ3
1. (6.2)

Conversely, if (ρ1, ρ2, ρ3) is a triple of eigenvalues for the operators R1, R2 and R3,
then the identity (6.2) holds and there exists a unique corresponding triple (λ1, λ2, λ3)
of eigenvalues for L1, L2 and L3 satisfying (6.1).

The following proposition exhibits all the possible triples of eigenvalues for the
operators R1, R2 and R3.

P 6.1. For every pair (s1, s2) of complex numbers, let (ρ1, ρ2, ρ3) be the
triple

ρ1 = s1s2, ρ2 = s3
1, ρ3 = s3

2. (6.3)

Then there exists a joint eigenfunction of the operators R1, R2 and R3 with eigenvalues
(ρ1, ρ2, ρ3). Moreover, for every triple (ρ1, ρ2, ρ3) satisfying (6.2), there exists a pair
(s1, s2) such that (6.3) holds.

P. We write the pair of complex numbers (s1, s2) as s. In [6], it was proved
that there exists a triple (b1, b2, b3) of complex numbers, also written as b, such that
b1b2b3 = 1 and

s1 = s1(b) = b1 + b2 + b3, s2 = s2(b) = b−1
1 + b−1

2 + b−1
3 . (6.4)

Moreover, the multiplicative function φb is a joint eigenfunction of the operators T1,0

and T0,1, with eigenvalues s1 and s2. Now R1 = T1,0T0,1, R2 = T 3
1,0 and R3 = T 3

0,1,
so φb is a joint eigenfunction of R1, R2 and R3 with eigenvalues s1s2, s3

1 and s3
2

respectively.
Assume now that (ρ1, ρ2, ρ3) satisfies (6.2). If ρ2 , 0, it is easy to determine s1 and

s2 such that ρ2 = s3
1 and ρ1 = s1s2. Moreover, (6.2) implies that ρ3 = s3

2. On the other
hand, if ρ2 = 0, then ρ1 = 0, and therefore every pair (0, s2) where ρ3 = s3

2 satisfies the
required identities. �

R 6.2. Proposition 6.1 implies that every triple (ρ1, ρ2, ρ3) of eigenvalues of
the operators R1, R2 and R3 can be written as (ρ1(b), ρ2(b), ρ3(b)) for some b,
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where ρi(b) = ρi(s1(b), s2(b)) for i = 1, 2, 3. For every triple b = (b1, b2, b3) of
complex numbers with b1b2b3 = 1 and for every σ ∈W0, we denote by σ(b) the triple
such that

σ · φb = φσ(b) ∀σ ∈W0.

Then si(σ(b)) = si(b) for i = 1, 2; therefore ρ1, ρ2 and ρ3 are W0-invariant. Moreover
the multiplicative functions φσ(b), restricted to U0, are joint eigenfunctions of the
operators R1, R2 and R3 with eigenvalues (ρ1(b), ρ2(b), ρ3(b)).

Moreover, for every triple b = (b1, b2, b3) of complex numbers with b1b2b3 = 1, the
multiplicative functions on U defined by

σ · φb = φσ(b) ∀σ ∈W0,

and restricted to U0, are joint eigenfunctions of the operators R1, R2 and R3 with
eigenvalues, (ρ1(b), ρ2(b), ρ3(b)).

R 6.3. The identity (6.3) implies that, except in the case where ρ1 = ρ2 = 0, the
set of all triples of eigenvalues can be parametrized by the pair (ρ1, ρ2) by setting
ρ3 = ρ3

1/ρ2. Moreover, if F is a joint eigenfunction of the operators R1 and R2,
corresponding to eigenvalues (ρ1, ρ2) where ρ1ρ2 , 0, then F is also an eigenfunction
of R3 with eigenvalue ρ3 = ρ3

1/ρ2.
On the other hand, if ρ1 = ρ2 = 0, then the eigenvalue ρ3 cannot be determined from

ρ1 and ρ2, and there exist functions F such that R1(F) = R2(F) = 0 but R3(F) = ρ3F,
for every ρ3. In this case, it is easy to find eigenfunctions of R1 and R2 that are not
eigenfunctions for R3. Actually, if we fix distinct h1 and h2, then there exist F1 and F2

such that R1(Fi) = R2(Fi) = 0 and R3(Fi) = hiFi when i = 1, 2. So the function F1 + F2

is an eigenfunction of R1 and R2, but it is not an eigenfunction of R3.

Proposition 6.1 and Remark 6.2 extend to the Laplace operators L1, L2 and L3. For
every pair s = (s1, s2) of complex numbers, let (λ1, λ2, λ3) be the triple satisfying the
following identities:

λ1 + 3 = s1s2, λ2 + 3λ1 + 6 = s3
1, λ3 + 3λ1 + 6 = s3

2. (6.5)

Then there exists a joint eigenfunction of the operators L1, L2 and L3 with eigenvalues
(λ1, λ2, λ3). In addition, for every triple (λ1, λ2, λ3) satisfying (6.1), there exists a pair
of complex numbers s = (s1, s2) such that (6.5) holds. Moreover, since si = si(b) for
a suitable triple b, according to the identities (6.4), the same is true for (λ1, λ2, λ3).
Finally, the W0-invariance of λi(b) where i = 1, 2, 3, follows from the W0-invariance
of si(b) where i = 1, 2.

If we assign the coordinates (m0, n0) defined in Section 2 to each vertex of U0,
and if the triples a and b are related by (3.1), then it is easy to prove that every
triple of eigenvalues of the Laplacians can be written in the following way, for a
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F 5. Fundamental region.

suitable a = (a1, a2, a3) where a1a2a3 = 1:

λ1 = λ1(a) = a1 + a2 + a3 + a−1
1 + a−1

2 + a−1
3 ,

λ2 = λ2(a) = a1a−1
3 + a−1

1 a2 + a−1
2 a3,

λ3 = λ3(a) = a−1
1 a3 + a1a−1

2 + a2a−1
3 .

Moreover, for every triple a = (a1, a2, a3), the multiplicative functions on U0 defined
by

ρ · ψa = ψρ(a) ∀σ ∈W0,

are joint eigenfunctions of the Laplace operators which correspond to the eigenvalues
(λ1(a), λ2(a), λ3(a)).

Obviously, a triple (λ1, λ2, λ3) satisfying (6.1), or a triple (ρ1, ρ2, ρ3) satisfying
(6.2), determines a homomorphism λ of the Hecke algebra H0(A) onto C
and vice versa. According to Proposition 6.1 and Remark 6.2, for every λ ∈
Hom(H0(A), C), there exists a, such that λ = λ(a). Later on, we shall refer to λ instead
of (λ1, λ2, λ3).

For every λ ∈ Hom(H0(A), C), we denote by S (λ) the joint eigenspace of the Hecke
algebraH0(A) corresponding to λ, that is, the joint eigenspace of the Laplace operators
L1, L2 and L3 associated with eigenvalues λi = λ(Li) when i = 1, 2, 3,

S (λ) = {F : U0→ C : LiF = λiF, i = 1, 2, 3}.

P 6.4. For every λ ∈ Hom(H0(A), C), 6 ≤ dim S (λ) ≤ 10.

P. Since, for every a and λ = λ(a), the eigenspace S (λ) coincides with the space
of the solutions of the system Σψa of difference equations,∑

σ∈W0

Tσ(X)(F) =

( ∑
σ∈W0

ψa(σ(X))
)
F ∀X ∈ U0,

Kato [3, Proposition 1.1] states that dim S (λ) ≥ 6. Consider the region R0 on A,
pictured in Figure 5.

This region contains 10 vertices of type 0. We can prove that every F ∈ S (λ) is
uniquely determined by its values on the type 0 vertices of R0, or of any other region
of A obtained by applying any w ∈W to R0. See [8, Proposition 4.4.2] for more
details. �
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Let λ0 be the homomorphism such that

λ0(L1) = −3, λ0(L2) = λ0(L3) = 3.

Let 1, α and α2 be the solutions of the equation Z3 − 1 = 0. If we consider the triples
α1 = (α, α, α) and α2 = (α2, α2, α2), then it is easy to verify that λ0(Li) = λi(α1) =

λi(α2) for i = 1, 2, 3. Actually,

λ1(α1) = λ1(α2) = 3(α + α2) = −3 and λi(α1) = λi(α2) = 3α3 = 3, i = 2, 3.

P 6.5. If λ , λ0, then dim S (λ) = 6.

P. Let λ ∈ Hom(H0(A), C) \ {λ0}. We prove that there exists λ′ ∈ Hom(H(A), C)
such that

(λ′)3(T1,0) = λ(R2), (λ′)3(T0,1) = λ(R3), λ′(T1,0)λ′(T0,1) = λ(R1).

Actually, if λ , λ0, then λ(R2) , 0 or λ(R3) , 0. We treat these two cases separately.
If λ(R2) , 0, then we define λ′(T1,0) = (λ(R2))1/3 and λ′(T0,1) = λ(R1)(λ(R2))−1/3. If
λ(R3) , 0, then we define λ′(T0,1) = (λ(R3))1/3 and λ′(T1,0) = λ(R1)(λ(R3))−1/3. In both
cases, λ′ satisfies the required identities.

Now, let F ∈ S (λ). We prove that F can be uniquely extended to a function F′

on S (λ′). Here, S (λ′) denotes the joint eigenspace of the full algebra H(A). First,
we define F′(X) = F(X) for all vertices of type 0 and then we define F′ on all other
vertices, again distinguishing two cases.

On the one hand, if λ′(T1,0) , 0, then we define F′(Y) = λ′(T1,0)−1T1,0(F′)(Y) for
every type 1 vertex Y , and F′(Z) = λ′(T1,0)−1T1,0(F′)(Z) for every type 2 vertex Z. On
the other hand, if λ′(T0,1) , 0, we simply replace T0,1 by T1,0 in the above definitions.
We first define F′(Z) for vertices Z of type 2 and then define F′(Y) for vertices Y of
type 1.

Obviously, the function F′ so defined belongs to S (λ′). Since dim S (λ′) = 6, as
proved in [6], the existence of the injection from S (λ) into S (λ′) defined above implies
that dim S (λ′) ≤ 6. Proposition 6.4 allows us to finish the proof. �

P 6.6. If λ = λ0, then dim S (λ) = 10.

P. Let λ = λ0. In this case, we exhibit 10 linearly independent functions on U0

which are eigenfunctions of the Laplacians corresponding to eigenvalues λ1 = −3 and
λ2 = λ2 = 3.

We assign the coordinate (m0, n0) defined in Section 2 to every vertex of U0. We
consider the multiplicative functions on U0 corresponding to the triples a1 and a2

respectively:
ψα1 (Xm0,n0 ) = αm0α2n0 , ψα2 (Xm0,n0 ) = α2m0αn0 .

We also consider the functions χiψα1 and χiψα2 , where i = 1, 2, 3, 4, given by

χ1(Xm0,n0 ) = m0, χ2(Xm0,n0 ) = n0,

χ3(Xm0,n0 ) = m0(m0 + 2n0), χ4(Xm0,n0 ) = n0(2m0 + n0).
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It is easy to verify that the ten functions defined above are linearly independent.
Moreover,

L1(ψα1 ) = L1(ψα2 ) = 3(ω + ω2) = −3,

Li(ψα1 ) = Li(ψα2 ) = 3ω3 = 3,

when i = 2, 3. By direct computation, we can prove that the functions χiψα1 and χiψα2 ,
where i = 1, 2, 3, 4, also belong to S (λ0). �

R 6.7. In [3, Proposition 1.1], Kato states that the stabilizer in W0 of the
multiplicative functions ψa is a reflection group if and only if dim S (λ(a)) is equal to
|W0|. Therefore, Proposition 6.6 implies that the stabilizer in W0 of the multiplicative
functions ψa1 and ψa2 on U0 is not a reflection group.

Propositions 6.4, 6.5 and 6.6 easily extend to the triple of generalized Laplace
operators Λ

]
1, Λ

]
2 and Λ

]
3 defined in Section 4, and also to L̃1, L̃2 and L̃3.

7. Eigenfunctions of the Laplace operators on ∆

The following lemma shows how the eigenvalues of the Laplace operators on the
building are related to the eigenvalues of the Laplace operators on the fundamental
apartment.

L 7.1. For every triple (λ1, λ2, λ3) of complex numbers, let

ζ1 = c1,1λ1 + c1,0,

ζi = ci,iλi + ci,1λ1 + ci,0, i = 2, 3,
(7.1)

where the ci, j are defined as in Lemma 5.2. Then (λ1, λ2, λ3) satisfies (6.1) if and only
if (ζ1, ζ2, ζ3) satisfies the following identity:

[q2ζ2 + q(q + 1)(2q + 1)ζ1 + (q + 1)][q2ζ3 + q(q + 1)(2q + 1)ζ1 + (q + 1)]

= q5(q2 + q + 1)[q(q + 1)ζ1 + 1]3.

Moreover, (ζ1, ζ2, ζ3) is a triple of eigenvalues of the operators L1, L2 and L3 if and
only if (λ1, λ2, λ3) is a triple of eigenvalues of the operators L1, L2 and L3.

P. For every function G on U0, let F be the function defined by

F(Xm0,n0 ) = qm0+2n0G(Xm0,n0 ),

for every (m0, n0) in Z2. If G is a joint eigenfunction of the Laplace operators L1, L2

and L3, corresponding to eigenvalues (λ1, λ2, λ3), it follows, by Lemma 5.2, that, for
every ω ∈Ω, the function F · rx0

ω is a joint eigenfunction of the Laplace operators L1,
L2 and L3, corresponding to eigenvalues (ζ1, ζ2, ζ3), which are related to (λ1, λ2, λ3)
by the identities (7.1). �
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Lemma 7.1 allows us to extend, to the case of one type of vertices, a result which
holds for the Laplace operators on all vertices of the building.

P 7.2. Let a = (a1, a2, a3) be a triple of complex numbers such that a1a2a3 =

1 and let ψa be the corresponding multiplicative function on U0. For every ω ∈Ω and
x0 ∈ U0, the function Px0

a (·, ω) = ψa · r
x0
ω is a joint eigenfunction of the operators L1,

L2 and L3, associated with the eigenvalues (ζ1(a), ζ2(a), ζ3(a)), which are given by

ζ1(a) = d1,1(a−1
3 + qa1 + qa2 + q3a−1

1 + q3a−1
2 + q4a3) + d1,0,

ζ2(a) = d2,2(a1a−1
3 + q3a−1

1 a2 + q6a−1
2 a3)

+ d2,1(a−1
3 + qa1 + qa2 + q3a−1

1 + q3a−1
2 + q4a3) + d2,0,

ζ3(a) = d3,3(a2a−1
3 + q3a1a−1

2 + q6a−1
1 a3)

+ d3,1(a−1
3 + qa1 + qa2 + q3a−1

1 + q3a−1
2 + q4a3) + d3,0,

(7.2)

where di,1 = q−2ci,1, di,0 = ci,0, for i = 1, 2, 3, and di,i = q−3ci,i, for i = 2, 3.

P. Let

F(Xm0,n0 ) = ψa(Xm0,n0 ) and G(Xm0,n0 ) = q−m0−2n0ψa(Xm0,n0 ),

for every (m0, n0) in Z2. Then G = ψξ, where

ξ = (ξ1, ξ2, ξ3) = (q−1a1, q−1a2, q2a3).

This implies, by (7.1), that G is a joint eigenfunction of L1, L2 and L3, associated with
the eigenvalues

λ1 = λ1(ξ) = ξ1 + ξ2 + ξ3 + ξ−1
1 + ξ−1

2 + ξ−1
3 ,

λ2 = λ2(ξ) = ξ1ξ
−1
3 + ξ−1

1 ξ2 + ξ−1
2 ξ3,

λ3 = λ3(ξ) = ξ2ξ
−1
3 + ξ1ξ

−1
2 + ξ−1

1 ξ3.

Hence Lemma 7.1 implies that Px0
a (·, ω) = ψa · r

x0
ω is a joint eigenfunction of the

operators L1, L2 and L3, associated with the eigenvalues ζi = ζi(a) given by (7.2). �

We note that Proposition 7.2 can be proved by using the same argument as in [8,
Proposition 4.2.1].

For every a, we define

ξ(a) = (q−1a1, q−1a2, q2a3).

Lemma 7.1 and Proposition 7.2 imply that (ζ1(a), ζ2(a), ζ3(a)) is a triple of eigenvalues
for the Laplace operators L1, L2 and L3 onU0 if and only if

(λ1(ξ(a)), λ1(ξ(a)), λ1(ξ(a)))

is a triple of eigenvalues for the Laplace operators L1, L2 and L3 onH0(A).
Since, for every (λ1, λ2, λ3), there exists a triple ξ such that λi = λi(ξ) for i =

1, 2, 3, every triple of eigenvalues (ζ1, ζ2, ζ3) of the Laplace operators on U0 can be
parametrized by a triple a = (a1, a2, a3), according to (7.2).
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D 7.3. The triples a and a′ are said to be equivalent, and we write a ∼ a′ if
ζi(a) = ζi(a′) for i = 1, 2, 3.

Consider, for every a, the triple ξ = ξ(a). For every σ ∈W0, we set a′ = σ(a) if
ψξ′ = σψξ.

C 7.4. The triples a and a′ are equivalent if and only if a′ = σ(a), for some
σ ∈W0. Moreover, for every a, the functions

Px0
σ(a)(·, ω) ∀σ ∈W0,

are joint eigenfunctions of the Laplace operators on U0, corresponding to the
eigenvalues (ζ1, ζ2, ζ3).

For every triple (ζ1, ζ2, ζ3) we define sets

S(ζ1, ζ2, ζ3) = { f :U0→ C :Li f = ζi f , i = 1, 2, 3}

and
S̃(ζ1, ζ2, ζ3) = {F : U0→ C : L̃iF = ζiF, i = 1, 2, 3}.

For every function f ∈ S(ζ1, ζ2, ζ3), the retraction f̃c of f , with respect to any chamber
c, belongs to S̃(ζ1, ζ2, ζ3). Moreover, as in the case of all vertices, if F ∈ S̃(ζ1, ζ2, ζ3),
then the function f such that

f (x) = F(X) ∀x ∈ r−1
c (X),

belongs to S(ζ1, ζ2, ζ3).
Actually, it is easy to prove that for such a function, Li f is constant on the

rc-fibers, for i = 1, 2, 3. Then, we can deduce from the identities (Li f )̃ c(X) =

ζi f̃c(X), for i = 1, 2, 3, that Li f (x) = ζi f (x), for i = 1, 2, 3. We shall prove that there
is a bijection between S̃(ζ1, ζ2, ζ3) and S (λ1, λ2, λ3), if the triples (ζ1, ζ2, ζ3) and
(λ1, λ2, λ3) are related by (7.1).

P 7.5. Let (ζ1, ζ2, ζ3) and (λ1, λ2, λ3) be related by (7.1). Then the
eigenspaces S̃(ζ1, ζ2, ζ3) and S (λ1, λ2, λ3) are isomorphic.

P. For every function F, we consider the function G defined in Lemma 5.2 and,
for some c, the function F̃ = (F · rx0

ω )̃ c. We know that G belongs to S (λ1, λ2, λ3) if and
only if F · rx0

ω belongs to S(ζ1, ζ2, ζ3). Therefore, if G belongs to S (λ1, λ2, λ3), then F̃
belongs to S̃(ζ1, ζ2, ζ3).

As we observed in Remark 5.4,

F̃(X) = F(X) ∀X ∈ Q∨.

We choose the fundamental region R0 in such a way that it lies in Q∨, at a big enough
distance from its walls. Since each function in S (λ1, λ2, λ3), as well as each function
in S̃(ζ1, ζ2, ζ3), is uniquely determined by its values on the vertices of R0, we conclude
that the map G→ F̃ is a bijection from S (λ1, λ2, λ3) onto S̃(ζ1, ζ2, ζ3). �
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As an evident consequence of Proposition 7.5, we have the following result.

C 7.6. Let (ζ1, ζ2, ζ3) and (λ1, λ2, λ3) be related by formula (7.1). If λ1 = −3
and λ2 = λ3 = 3, then dim S̃(ζ1, ζ2, ζ3) = 10. Otherwise, dim S̃(ζ1, ζ2, ζ3) = 6.

R 7.7. A direct computation shows that (λ1, λ2, λ3) = (−3, 3, 3) if and only if

(ζ1, ζ2, ζ3) = (−q−1(q + 1)−1, q−3, q−3).

Let a1 = (qα, qα, q−2α) and a2 = (qα2, qα2, q−2α2). Since ξ(ai) = αi, for i = 1, 2, using
the notation of Section 6, it is easy to see that the triples a1 and a2 are equivalent, as
ζi(a1) = ζi(a2), for i = 1, 2, 3. Later on, we shall simply write

ζ 0
i = ζi(a1) = ζi(a2), i = 1, 2, 3.

8. Bijectivity of the Poisson transform

Following the notation of [6], we denote by H(Ω) the linear space of all locally
constant functions on Ω, and by H′(Ω) its dual (consisting of all finitely additive
measures defined on the algebra generated by the open sets of Ω). Thus, for every
triple a, the function Px0

a (x, ·) belongs to H(Ω) for every x0, x ∈ U0.
For every triple a and x0 ∈ U0, the Poisson transform (of parameter a and initial

point x0) of any ν ∈ H′(Ω) is defined, as in [6], by

P
x0
a ν(x) =

∫
Ω

Px0
a (x, ω) dν.

For ease of notation, when a is fixed, we simply denote this function by Px0ν. As
a direct consequence of Proposition 7.2, the function Px0

a ν belongs to the eigenspace
S(ζ1, ζ2, ζ3), where ζi = ζi(a), for i = 1, 2, 3.

In order to prove the bijectivity of the Poisson transform between H′(Ω) and
S(ζ1, ζ2, ζ3), applying the machinery used in [6–8], we investigate whether the
eigenspace S̃(ζ1, ζ2, ζ3) has a basis consisting of functions obtained by retracting, with
respect to a chamber, the Poisson kernel (of parameter a) for a suitable choice of
boundary points.

Fix a chamber c0 such that x0 ∈ c0, and denote by P̃(·, ω), the retraction with respect
to the chamber c0 of the Poisson kernel Px0

a (·, ω). The following definition is the same
as that given in [6–8].

D 8.1. Let k ∈ Z+. We define the set Ωk = Ωk(c0) to be the set of all boundary
points ω such that the base chamber of the sector Qx0 (ω) has coordinates (k, 0, 0) with
respect to the sector based at c0 in any apartment containing both sectors.

The maximal boundary Ω splits into the disjoint union of the sets Ω1, . . . ,Ω6.
Moreover, P̃(·, ω) = P̃(·, ω′), if ω, ω′ belong to the same Ωk.
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F 6. Vertices of a fundamental region.

P 8.2. Let a = a j when j = 1, 2, and

ζ 0
i = ζi(a1) = ζi(a2), i = 1, 2, 3.

The functions P̃(·, ω1), . . . , P̃(·, ω6) generate a space which is properly contained in
the eigenspace S̃(ζ 0

1 , ζ
0

2 , ζ
0

3 ).

P. If we choose a point ωk in Ωk, for each k, then we have, at most, six linearly
independent functions P̃(·, ω1), . . . , P̃(·, ω6) lying in the eigenspace S(ζ 0

1 , ζ
0

2 , ζ
0

3 ). On
the other hand,

dim S(ζ 0
1 , ζ

0
2 , ζ

0
3 ) = dim S(λ0) = 10,

by Proposition 6.6. Hence, the functions P̃(·, ωk), for k = 1, . . . , 6, cannot generate the
eigenspace S(ζ 0

1 , ζ
0

2 , ζ
0

3 ). �

From now on, we assume that (ζ1, ζ2, ζ3) , (ζ 0
1 , ζ

0
2 , ζ

0
3 ) or, equivalently, a , a1

and a , a2. In order to investigate the linear independence of the functions
P̃(·, ω1), . . . , P̃(·, ω6), we fix a region R0 in A as in Figure 5, and denote its vertices of
type 0 by Y1, . . . , Y10 (see Figure 6).

Moreover, we assume that rx0
ω maps Qx0 (ω) onto the sectorQk, based at the chamber

Ck of coordinates (k, 0, 0) (with respect to Q0). Then, we construct the 10 × 6
matrix P = (P j,k), where P j,k = P̃(Y j, ωk), for every j, k. The entries of this matrix
are determined by the following proposition.

P 8.3. For every j = 1, . . . , 10 and k = 1, . . . , 6,

P̃(Y j, ωk) =
1

|r−1
c0

(Y j)|
V0Mπ j ek for k , 4, 5,

P̃(Y j, ω4) =
1

|r−1
c0

(Y j)|
V0Mπ j e5,

P̃(Y j, ω5) =
1

|r−1
c0

(Y j)|
V0Mπ j e4,

if π j is the type of a minimal gallery connecting C0 to Y j.
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P. If k , 4, 5, then the chamber C0 has coordinates (k, 0, 0) with respect to Qk.
Moreover, C0 has coordinates (5, 0, 0) with respect to Q4 and coordinates (4, 0, 0)
with respect to Q5. Applying Theorem 3.1, we complete the proof. �

The following definition extends [7, Definition 3.6.3] and [8, Definition 4.5.5].

D 8.4. Suppose that a , a j when j = 1, 2. The triple a is called singular if the
characteristic of the matrix P is less than six.

In the following propositions, we exhibit the triples different from ai, for i = 1, 2,
which are singular. For each of them, we prove that there exists an equivalent triple
which is not singular.

P 8.5. Let a , a j, when j = 1, 2; if a = (a1, a2, a3), then a is singular in the
following cases:

a1 = 1 or a2 = 1 or a3 = 1/q. (8.1)

P. We consider the 10 × 6 matrix P = (P jk), where P jk = P̃(X j, ωk). It contains
210 submatrices of order six, whose entries are polynomials in the variables
q, a1, a2, a3, with a1a2a3 = 1. We checked, exhaustively, by using the mathematical
software ‘Mathematica’, that all the determinants are equal to zero, if and only if a
satisfies at least one of the equalities in (8.1). �

P 8.6. For every singular triple a, there exists an equivalent triple a′ which
is nonsingular.

P. Setting a1 = qξ1, a2 = qξ2 and a3 = q−2ξ3, then (ξ1, ξ2, ξ3) is singular if and
only if at least one of the following relations is satisfied:

ξ1 = 1/q, ξ2 = 1/q, ξ3 = q. (8.2)

Let us write, for ease of notation, ξ = ξ1 and η = ξ−1
3 . Let

F = {(ξ, η) : 1 ≤ |η| ≤ |ξ|}.

Replacing (if necessary) the pair (ξ, η) by a pair corresponding to an equivalent triple,
we may assume that (ξ, η) ∈ F . In this set, none of the conditions (8.2) may be
satisfied. So the proposition is proved. �

As in [7, 8] we have the following theorem.

T 8.7. Let ζi = ζi(a), for i = 1, 2, 3.

(1) For every a, the Poisson transform Px0
a is injective.

(2) If ζi , ζ
0

i , for i = 1, 2, 3, then, for every f ∈ S(ζ1, ζ2, ζ3), there exists a unique
ν ∈ H′(Ω) such that f = Paν.

(3) If ζi = ζ 0
i , for i = 1, 2, 3, then Px0

a (H′(Ω)) is properly contained in S(ζ 0
1 , ζ

0
2 , ζ

0
3 ).

P. Statement (3) follows from Proposition 8.2. We refer to [7] for the proof of
statements (1) and (2). �
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