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Abstract

A generalisation of Descartes’ rule of signs to other functions is derived and a bound for the number of
positive zeros of a class of integral transforms is deduced from that. A more precise rule of signs is also
discussed in the light of these results.
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1. Introduction and main results

The classical rule of signs due to Descartes provides an elementary upper bound for
the number of positive zeros of a polynomial, namely, the number of sign changes of
its coefficients. Since its publication in Descartes’ monumental La Géométrie in 1637,
there has been a substantial body of research on the rule (see, for example, [1, 5–
8, 10]). While these papers have focused on presenting simple proofs of the rule,
investigating whether the bound is tight, constructing polynomials for which it is exact,
and extending the rule to higher dimensions, this note generalises Descartes’ rule of
signs (DRS) to other functions and derives a bound on the number of zeros of a class
of integral transforms in terms of the number of crossings of the integrator function.
This also enables us to understand a more natural formulation of the rule, which is
illustrated with a simple extension of the classical result.

The classical rule of signs states that, for a sequence of real coefficients {ai}
n
i=0

and a sequence of strictly increasing positive integer powers {bi}
n
i=0, the polynomial

p(x) =
∑

i=0 aixbi has no more positive real zeros than the number of sign changes of
{ai}

n
i=0. In the rest of this paper, zeros of a function mean positive real zeros; and all

functions and sequences are real valued.
More generally, we say that a sequence of functions {u j(s)} satisfies DRS if, for

any sequence {b j}
n
j=0, the number of positive zeros of

∑n
j=0 b ju j(s) is no greater than
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the number of sign changes of {b j}. We also say that a function φ(s, t) defined on
R2

+ satisfies DRS if the sequence of functions (of s) {φ(s, t j)}mj=0 satisfies DRS for any
choice of the t j such that 0 < t1 < t2 < · · · < tm. Examples of such functions include
φ(s, t) = st and φ(s, t) = e−st (see, for example [2, 10]).

We will prove the following result.

T 1. Let {µ j} be a sequence of positive measures on disjoint subsets of R+ such
that the support of the measure µ j is to the left of the support of the measure µk if
j < k. Suppose that the functions φ(s, t) satisfy DRS and are µ j-integrable on R+ (as
functions of t). Define

u j(s) :=
∫ ∞

0
φ(s, t)µ j(dt).

Then the sequence {u j(s)} satisfies DRS.

R 2. The classical rule of signs is the special case when φ(s, t) = st and the
measure µ is supported on the integers. Indeed,

p(x) =

n∑
i=0

aix
i = log(x)

∫ ∞

0
xt µ(dt), (1)

where µ is generated as follows: if (α, β] ⊆ ( j, j + 1], where j = 0, 1, 2, . . . , then

µ((α, β]) = −(β − α)
j∑

i=0

ai.

It would be interesting to see whether a characterisation of the class of sequences that
satisfy DRS may be found in this manner.

Before we proceed to our main result, we recall some standard results and give
some definitions, which will be familiar to many readers.

T 3 (Hahn decomposition theorem). Given a measurable space (X, Σ) and a
signed measure µ on theσ-algebra Σ, there exist sets S + and S − in Σ with the following
properties.

(1) S + ∪ S − = X and S + ∩ S − = ∅.
(2) µ(E) ≥ 0 for each E ∈ Σ such that E ⊆ S +; that is, S + is a positive set for µ.
(3) µ(E) ≤ 0 for each E ∈ Σ such that E ⊆ S −; that is, S − is a negative set for µ.

This decomposition is essentially unique, in the sense that for any other pair
(T +, T−) of measurable sets fulfilling the above three conditions, the symmetric
differences S + 4 T + and S − 4 T− are µ-null sets in the strong sense that every
measurable subset of each of them has zero measure. The next result is a consequence.

C 4 (Hahn–Jordan decomposition). Each signed measure µ may be written
as a difference of positive measures µ+ and µ−, at least one of which is finite. These
measures may be defined by µ+(E) := µ(E ∩ S +) and µ−(E) := −µ(E ∩ S −).

Given a signed measure µ, we now define ν, the number of crossings of µ.
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D 5. When S + has infinitely many connected components, we set ν =∞.
Otherwise, S + and S − have only finitely many connected components S +

1 , . . . , S +
ν+

and S −1 , . . . , S −ν− . If 0 ∈ S +
1 , then 0 ≤ ν+ − ν− ≤ 1 and x+

1 < x−1 < x+
2 < x−2 < · · · for

any choice of x±i ∈ S ±i . Let ν = ν− + ν+ − 1 and define sets Q1, . . . , Qν by Q1 := S +
1 ,

Q2 := S −1 , Q3 := S +
2 , Q4 := S −2 , and so on. If 0 ∈ S −1 , then we reverse the roles

of + and −.

In the special case where µ has a continuous density F, that is,

µ([a, b]) =

∫ b

a
F(t) dt,

ν is precisely the number of crossings of the positive x-axis by the graph of F.

D 6. The Riemann–Stieltjes integral of a real-valued function f of a real
variable with respect to a measure µ, denoted by∫ b

a
f (t)µ(dt),

is defined to be the limit (if it exists), as max{|xi − xi−1} approaches zero, of the
approximating sums

S ( f , µ) =

n∑
i=1

f (ci)µ((xi−1, xi]),

where a = x0 < x1 < · · · < xn = b and ci ∈ [xi−1, xi].

Now we can state our main result.

T 7. Let φ(s, t) satisfy Descartes’ rule of signs, let µ be a signed measure on
R+, and let

Φ(s) :=
∫ ∞

0
φ(s, t)µ(dt).

Then the number of positive zeros of Φ does not exceed ν, the number of crossings of µ.

R 8. This can be easily applied to the example of the Laplace transform, since
φ(s, t) = e−ts satisfies DRS. When the signed measure µ admits a continuous density,
the bound can be given by the number of zeros of the density, but this bound may be
less tight, since the density may have zeros on an interval where the measure does not
change sign.

The preceding result formulates the rule of signs in terms of the number of sign
changes in the Hahn–Jordan decomposition of the signed measure µ. This suggests
another rule of signs, which turns out to be more precise than the classical rule.

T 9. Let p(x) =
∑n

i=0 aixi and p j(x) =
∑ j

i=0 aixi. Then the number of zeros of
p(x) in the interval (0, m) is no greater than the number of sign changes of {p j(m)}nj=0.
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R 10. This rule is sensitive, not only to the alternating signs of the coefficients,
but also to their magnitudes. If m is greater than the largest zero of p(x), then we
have a bound on the number of positive roots of p. Descartes’ rule of signs follows
as an immediate corollary, since a change of sign between p j(m) and p j+1(m) is only
possible if there is a change of sign between a j and a j+1, but of course this is not
sufficient in general.

Cauchy [3] gave a simple upper bound for the largest zero (in absolute value),
namely, 1 + max{|ai/an| : 1 ≤ i ≤ n − 1}. We can set m equal to this value and find a
bound on the total number of zeros. For instance, if p(x) = 10 − x + x2 − 2x3, then
there are three changes of sign and thus there are at most three zeros, according to
DRS. The Cauchy upper bound for the largest zero is 6. Finding the values {p j(6)}, we
obtain {10, 4, 40, −398}; there is one sign change. And, in fact, there is precisely one
positive zero, at approximately 1.78659.

2. Proofs

In order to prove our results, we employ the generalisation of DRS due to Carnicer
and Peña [2] which involves sign regular sequences. We adopt the method of [9].

A sequence of functions {u1, . . . , un} defined on an interval I is said to be strictly
sign regular if, for any choice of points s1, s2, . . . , sm in I such that s1 < s2 < · · · < sm,
all minors of the matrix (u j(si))i≤m, j≤n have the same strict sign. For instance,
sequences of the form {xt1 , . . . , xtn} and {e−t1 x, . . . , e−tn x}, where 0 < t1 < t2 < · · · < tn,
are strictly sign regular on R+; see, for example, [2, p. 34]. By [2, Proposition 2.6], a
system of functions {u1, . . . , un} satisfies DRS if and only if it is strictly sign regular.

We are now ready to prove Theorem 1.

P  T 1. First, since φ(s, t) satisfies DRS, the sign of det(φ(si, t j))i, j≤k

when k ≤ ν is the same for any choice of si and t j such that 0 < s1 < · · · < sk and
0 < t1 < · · · < tk.

Observe that a minor of (u j(si)) j≤ν,i≤m admits an integral representation in terms
of the corresponding minor of (φ(s j, ti)) j≤ν,i≤m. Indeed, without loss of generality,
consider the determinant of (u j(si))i, j≤k, where 0 < s1 < · · · < sk. By Fubini’s theorem,

∑
σ

sgn(σ)
k∏

j=1

u j(sσ( j)) =
∑
σ

sgn(σ)
k∏

j=1

∫ ∞

0
φ(sσ( j), t) µ j(dt)

=

∫
· · ·

∫ ∑
σ

sgn(σ)
( k∏

j=1

φ(sσ( j), t j)
)
µ1(dt) · · · µk(dt)

=

∫
· · ·

∫
det(φ(sσ( j), t j))µ1(dt) · · · µk(dt),

where µ j(A) := µ(A ∩ Q j) and sgn(σ) is the signature of the permutation σ of the set
{1, . . . , k}. Note that t0 < t1 < · · · < tk by construction in the integrand in the last
displayed formula, because t j ∈ Q j; and, since φ(s, t) satisfies DRS, the minor of
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(u j(si)) j≤ν,i≤m is strictly sign regular: thus, the determinant is positive and so is the
iterated integral. Hence, the sequence {

∫
[0,∞)

φ(s, t) µ j(dt)} is strictly sign regular and
therefore satisfies DRS. �

P  T 7. We may rewrite our integral as∫ ∞

0
φ(s, t) µ(dt) =

ν∑
j=1

∫
Q j

φ(s, t) µ(dt) =

ν∑
j=1

(−1) j+1
∫ ∞

0
φ(s, t) |µ j(dt)|,

where |µ j(A)| := |µ(A ∩ Q j)| for a set A. Since φ(s, t) satisfies DRS and {µ j} is a
sequence of positive measures on disjoint subsets of R+ by assumption, Theorem 1
applies and the required result follows. �

P  T 9. Let x := ms in (1). When m > 0 and 0 < x < 1,

p(ms) =

n∑
i=0

ais
i = log(s)

∫ ∞

0
st µ(dt),

where µ is a measure supported on the positive integers and generated as follows: if
(α, β] ⊆ ( j, j + 1], where j = 0, 1, 2, . . . , then

µ((α, β]) = −(β − α)
j∑

i=0

ai.

The number of zeros of p(x) in (0, m) is the same as the number of zeros of p(ms) in
(0, 1), which cannot be greater than the number of crossings of µ, by Theorem 7. This
is of course exactly the number of sign changes of {

∑ j
i=0 aim j} = {p j(m)}. �

R 11. Interestingly, Theorem 9 may be proven trivially from the classical rule
of signs by writing

q(x) :=
p(x)
1 − x

=:
∞∑
j=0

b jx
j,

recognising that b j =
∑ j

i=0 ai, and noting that p(x) and q(x) have the same number of
zeros, while q(x) has no more zeros than the number of sign changes of b j. Here we
have assumed a well-known extension of DRS to power series (see [4]), since q(x) is
an infinite power series unless p(1) = 0. We noted in Remark 10 that this rule implies
the classical rule of signs and here we see that it follows from its version for power
series.
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