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ABSTRACT. Experiments with dynamic thermodynamic sca-ice models indicate a
strong dependence of the net freezing rate, sea-ice transport and variability on dynamic
model parameters. Although current dynamic—thermodynamic sea-ice models show rela-
tively good agreement with observations, an optimization seems to be necessary, espe-
cially for the parameterizations of dynamic processes.

Presently, only a few coupled climate models use dynamic - thermodynamic sca-ice
models. In order to promote, by means of coordinated numerical experiments, the devel-
opment of an optimal sca-ice model for climate research, the Sea lee Ocean Modelling
Panel of the Arctic Climate System Study (ACSYS, a project of the World Climate
Research Programme) has initiated the Sea Ice Model Intercomparison Project (SIMIP),
The first results [rom this model hierarchy approach are presented.

INTRODUCTION

The polar oceans with their sea-ice cover have received
attention recently for two reasons. Firstly, the global con-
veyor-belt circulation of the ocean is believed to be forced
in the North and South Atlantic through deep-water forma-
tion. Sea-ice export to lower latitudes plays a major role in
the intensity of this forcing mechanism. Secondly, CO, res-
ponse experiments with coupled atmosphere-ocean circu-
lation models show an enhanced warming in polar regions
for increased atmospheric greenhouse gases. Whether this is
due to real physical feedback processes or to unrealistic sim-
plifications of the sea-ice model component remains to be
determined. Coupled climate models generally use thermo-
dynamic sea-ice models or sea-ice models with simplified
advection schemes.

The importance of the role of sea ice in the climate sys-
tem calls for an improved representation of sea ice in global
climate models. The use of more sophisticated dynamic
thermodynamic sea-ice models is required because dyna-
mic—thermodynamic sea-ice models appear to be less sensi-
tive to global warming than pure thermodynamic models,
and, secondly, only dynamic—thermodynamic sca-ice models
provide the fresh-water/salt flux (net freezing rate) asso-
ciated with the ice motion,

The net freezing rate, as well as the sea-ice export out of

Fram Strait, exhibit a large variability, indicating the impor-
tance of the moving sea-ice cover. Presently only a few
coupled general circulation models (GCMs) use realistic
sea-ice components (i.c. the oceanic surface buoyancy flux
is not realistic in most climate simulations). The pronounced
pattern of the net freezing rate with fresh-water fluxes of the
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order of the annual precipitation, or even larger, is not repro-
duced in most models.

In order to improve this situation the Sea Ice Ocean Mod-
elling (SIOM) Panel of the Arctic Climate System Study
(ACSYS) has been charged with the task of determining the
optimal sea-ice component for use in coupled climate models.
This task is the main focus of the Sea Iee Model Intercompar-
ison Project (SIMIP), and includes two work packages: to
produce a standard forcing and verification dataset, and to
apply a model hierarchy [rom which the optimal model is
derived through minimization of an error function that meas-
ures the deviation between model and observations.

The pattern of the net freezing rate depends mainly on
the structure of the wind field and the dynamic model para-
meters. Thermodynamic processes can modify the [reezing
rates, but the effect is limited, since the freczing rates are
smaller for thicker ice. Therefore, during the first phase of
the model optimization, the investigations are focused on
the dynamical part of the sea-ice model, but thermo-
dynamic parameterizations will be treated as soon as possible.

MODEL DOMAIN AND FORCING DATA

The prognostic equations are solved on a rotated spherical
grid (with the model pole on the equator in the Indian
Ocean) lor the whole Arctic with a resolution of 1 % 1 and
a daily time-step. Atmospheric forcing data are available
from the European Centre for Medium-Range Weather
Forecasting (ECMWF) for 1986-92. The ECMWF 10m
wind field is averaged to 24 hour means. ECMWT 2 m air
temperatures and dew-point temperatures over ice-covered
regions are dominated by prescribed monthly climatologi-
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cal surface temperatures, and show almost no variability
except for the large steps at the end of each month. To
smooth these step functions and to remove the difference of
2°C! in the summer air temperatures {or different years due
to changes in the ECMWF model (in recent years the temp-
eraturc of melting sea ice has been set to the freczing point of
sea water instead of to 0°C), 7 vear mean temperatures are
derived for each month, and the model is forced with temp-
eratures linearly interpolated between these monthly
means. Since in summer the 7 year monthly mean ECMWI
air temperatures are still below the observed average temp-
erature of 0°C in the central Arctic, a lower limit [or the air
temperatures of 0°C is imposed for 15 June to 15 August as
an additional correction. Dew-point temperatures are mod-
ified accordingly, so that the relative humidities are pre-
served. Cloudiness (Ebert and Curry, 1993) and
precipitation (Vowinkel and Orvig, 1970) are prescribed as
spatially constant climatological monthly means.

The ocean is represented rather crudely by a motionless,
50 m deep mixed layer. Horizontal heat transport and vert-
ical mixing are represented by specifying a spatially vary-
ing, annual average heat [lux into the underside of this
mixed layer. Likewise, input of momentum from the ocean
into the ice is accomplished by specifying a spatially vary-
ing, annual average geostrophic current field. Geostrophic
currents and sea-surface tilt are taken {rom an oceanic cir-
culation model (Gerdes and Koberle, 1993). The oceanic
heat flux into the upper mixed layer of fixed depth is pre-
seribed from a coupled sea-ice—ocean circulation model

(Hibler and Zhang, 1993).

SEA-ICE MODEL INTERCOMPARISON

In order to derive the optimal description of the sea-ice
physics, high priority is placed within the modelling pro-
gram on sensitivity experiments running different sea-ice
model parameterizations on the same spatial grid with the
same [orcing, initial values and verification data. These
studies investigate the open questions concerning the dy-
namics and thermodynamics ol sea ice:

(1) How many ice-thickness categories have to be resolved

by the model?

(2) What is the optimal constitutive law?
(3) Which shape of the yield curve is realistic?
(4) What strength parameterization is appropriate?

(5) What is the optimal albedo parameterization, including
the dependence on melt ponds, ice thickness, snow cover
and snow temperature?

&

How is the absorbed insolation disposed and how does it
affect ice thickness and concentration (lead amount),
including melting of the top, bottom or side surface of
the ice, heating of the ice, enlargement of brine pockets,
storage in leads and storage in the mixed layer beneath
the ice?

The optimal model is determined from a model hierar-
chy concerning dynamics, thermodynamics and numerics
using the same forcing data derived from the analyses of
the ECMWFE, and comparing the results with buoy trajec-
tories and ice-thickness observations as verification data.
Avariety of different yield curves may be investigated by
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using the viscous plastic rheology. Based on previous inves-
tigations (Hibler, 1979; Owens and Lemke, 1990; Ip and
others, 1991) the most physically realistic yield curves have
moderate amounts of shear strength and some type of clo-
sure, so that there is no outward pressure in the absence of
deformation. Consequently the main candidates for model
intercomparison would be the ellipse with replacement
(i.e. the pressure taken to be a function of deformation rate
so that it goes to zero in the limit of small strain rates) and
the truncated ellipse that is similar except that it has no ten-
sile strength. However, within this constraint there are still
issues about what the optimal wind and water drag coeffi-
cients should be, and how these parameters should vary
with time. Also, what is the optimal strength constant and
how should the strength be parameterized as a function of
ice-thickness characteristics?

With respect to simpler models that may be particularly
useful in climate studies, especially when monthly mean or
otherwise smoothed forcing fields are used to drive an ice
model, some variation of a cavitating fluid seems most use-
ful. The cavitating fluid approximation neglects shear and
tensile strength and retains only compressive strength. One
formulation of the cavitating {luid is the iterative solution of
Flato and Hibler (1992), which provides a precise value for
the ice pressure. This iteration procedure typically begins
from a free-drift velocity field that is then modified to pre-
vent excessive ice-thickness buildup in a momentum conser-
ving way.

Another simplified model is to make use of constant bulk
and shear viscosities, even though this will lead to tensile
stresses, However, an additional problem here is that values
of these viscosities large enough to restrict the ice-thickness
buildup will prevent slippage and ice flow near the coast
that occurs in plastic systems with the viscosities taken to
be nonlincar [unctions of the deformation-rate invariants.
The limitations of this type of model can however be tested
in a model intercomparison study.

Compressive strength is a fundamental material prop-
erty of pack ice that must be parameterized in a model.
The standard parameterization used in two-level ice models
is (Hibler, 1979):

P=Phexp[—K(l —A4) (1)

where Pis the two-dimensional (2-D) compressive strength
(Nm ", P*is a strength parameter (N m %) h is the mean
ice thickness (m), K is a dimensionless strength parameter,
and A is the sea-ice concentration. P* essentially determines
the strength, wherecas A controls the decay of ice strength
with decreasing concentration. The value of P* has been
inferred by comparison of modelled and observed buoy drift
(Hibler and Walsh, 1982; Flato and Hibler, 1992). Flato (1994
compared this strength parameterization to that proposed
by Rothrock (1975) based on ridging encrgy losses in a
model that explicitly treats the redistribution of ice thick-
ness by ridging. Flato (1994) noted that there was consider-
able variability in the resulting ice strength, and that
alternative parameterizations based on, for example, mean
thickness squared, ought to be considered. These will be
investigated in this project.

The open questions concerning the thermodynamic
processes are the proper albedo parameterization, the treat-
ment of melt ponds, and snow cover. Furthermore, it is not
settled how the absorbed insolation is disposed, and how it
affects the ice concentration. Similarly, an improved flux
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parameterization is needed for the radiative and turbulent
fluxes. Here the question arises as to whether the energy
balance should be calculated for ice and ocean separately,
or as a function of ice concentration.

MODEL HIERARCHY

Prerequisites:
(1) Model grid: all models will use the same grid and land-
boundary mask.

(2) Advection algorithm: all models will use a simple up-
stream—diflerencing advection scheme.

(3

Thermodynamic model: all models will use the same
surface-energy budget and albedo parameterizations,
and will compute thermodynamic growth assuming a
linear temperature profile. Thermodynamic calcula-
tions will be performed separately for open water and
seven thickness categories, assuming a uniform distrib-
ution of ice thickness between zero and twice the mean
ice thickness.

e

) Snow model: all models will use the same snow model in
which snow mass per unit area cvolves according to a
conservation equation, but heat conduction through the
ice/snow slab is computed assuming a lincar temper-
ature profile and a conductivity obtained as a weighted

mean of ice and snow conductivities. An improvement of

the heat conduction model is envisaged at a later stage

by implementing a consistent three-layer Semtner code

(1976).

Mixed layer: all models will include a motionless, fixed-

depth mixed layer (50 m deep), which is used to store

heat during the ice-free season. Only when the mixed
layer cools to [reezing point (271.2 K), is ice allowed to
form.

(6) Atmospheric forcing and oceanic boundary conditions:
all models will make use of the same atmospheric forcing
fields and parameterizations of radiative fluxes. The
models will also use specified annual mean ocean geos-
trophic currents and heat fluxes into the underside of the
mixed layer.

~i

) Initial conditions and integration: all models will begin
with an ice-free ocean, perform a 7 year spin-up, the end
of which is used as the initial condition for a subsequent
7 year analysis run. The 7 year period is 1986-92,

Several ice-dynamics schemes will be compared in this pro-

Jject. Each model will be optimized by adjusting both the

surface wind drag coefficient and the strength parameters

P* and K s0 as to achieve the best fit to observed buoy drift.

The specific models to be compared are as follows (a more

detailed description is provided in Kreyscher and others,

1997): (1) viscous plastic with replacement closure, elliptical
vield curve; (2) viscous plastic with replacement closure,
truncated elliptical yield curve; (3) viscous—plastic with zero
shear viscosity: (4) cavitating fluid; (5) compressible Newtonian
fluid (constant 1 and ¢); and (6) surlace current drift with
step-function stoppage.

The initial focus of this project is on sea-ice dynamics.

However dynamics and thermodynamics are closely

coupled through the ice-strength parameterization. The

thermodynamic parameters that control the partitioning of
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net surface energy flux between lateral and vertical growth
or melt are particularly important because of the exponen-
tial dependence of strength on compactness, This includes
the parameterization of the thermodynamic source-term
5S4 (Hibler, 1979) in the balance equation for the ice concen-
tration and the inclusion of the three-layer Semtner (1976)
model for the heat conduction through the ice. These para-
meters will also be optimized in the second phase of the pro-

jeet, primarily based on comparison with SSM/I-derived ice

concentration.

VERIFICATION DATA AND OPTIMIZATION
METHOD

The main verification data for the model dynamics is the
wealth of buoy drift data. These data can be compared with
model results in various ways. One is to compare observed
and modelled trajectories. Another is to compute drift speed
over specified time intervals for both modelled and
observed trajectories, and average these drift speeds (and
directions) over various regions. Yet another comparison is
to measure the distance or displacement hetween endpoints
ol the modelled and observed trajectories over some time in-
terval (both trajectories having started at the same position
at the beginning of the interval). The trajectory endpoint
displacement is some combination of drift speed and direc-
tion discrepancies, and so is a useful single measure of the
“goodness” of a modelled trajectory. Finally, one can select
a region and compute the distribution of modelled and
observed drift speeds. Results of such a comparison are
shown in Figure 1 in the form of drift speed histograms for
various sectors of the Arctic.

Another important dataset containing daily total ice
concentration is available from the passive microwave sen-
sors SMMR and SSM/I for the period under investigation.
The ice concentrations are calculated with the NASA Team
algorithm with a resolution of 25 km. For comparison with
the numerical simulation the SMMR and SSM/I data are
interpolated to the model grid with a grid spacing of
110 km. First results with the viscous—plastic model show a
well-reproduced  seasonal cycle of the ice extent (not
shown). Deviations are due to the lack of an interactive
ocean model and the not-yet-tuned thermodynamic para-
meters, An optimal description of ice concentration will
only be achieved after the second phase, when the thermo-
dynamic code has been optimized.

Ice-thickness observations are not widely available, and
most of the observations that are available are ice-drafi
measurements from submarine upward-looking sonar. The
data available for the present project are seven 50-100 km
transects across the North Pole as reported by McLaren
and others (1994). For comparison to modelled thickness,
these draft observations can be approximately converted o
thickness by multiplying draft by the ocean/ice density ratio
L12. The resulting mean thicknesses are compared to the
model derived values (Krevscher and others, 1997),

In order to ensure a fair comparison, and to provide the
most suitable set of parameters for subsequent applications
of the various models, each model will be optimized by
adjusting various parameters to produce the best agreement
with observations. Such an optimization procedure necessa-
rily involves the definition of an error function that meas-
ures the goodness-ol-fit between model and observations. It
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Fig. 1. Observed ( thick line) and simulated ( thin line) daily speed distributions. The simulation results are oblained from the
viscous—plastic model. Drift-speed statistics are calculaled for four seasons /mm(u) March, April=June, July S?ﬁfﬂufm
October December. There are five separate regions: Fram, south of 85° N, between 45° Wand 45° E; Canada, south of 85° N,
Iu stzveen 135° Wand 45 ° W: Bering, south of 83° N, between 135" Wand 135° E: Siberia, south of 85 ° N, between 1357 E and

© E; Pole, north of 85°

Nand for all data ( Tolal).

and this will be the subject of more careful study during the

carly stages of the intercomparison project. Nevertheless, we
can outline some of the candidate error functions that might
be used, either singly or in combination. Ice-motion com-
parisons, based on observed buoy drift, will be most impor-
tant for dynamic parameters like ice strength and drag
coefficients. Some example error functions are therefore:

(1) Average trajectory endpoint displacement after some

time interval (e.g. 10 days).

(2) Average drili-speed and direction differences computed

over some time interval.

(3) Difference in shape of drift-speed histograms.

Ice-concentration

comparisons,

functions in this case might be:

(1) Difference in concentration averaged over

regions and scasons,

(2) Difference in ice extent in various sectors (defined as the
area enclosed by the 15% concentration contour).

Ice-thickness data will be treated similarly to ice concentra-
tion, although this dataset is significantly smaller. Certain
of the above error functions may not be used in the defin-
ition of optimality, but may still be useful in comparing the
diflerences
between the optimal viscous—plastic model and optimal
cavitating fluid model might be illustrated by comparing
the shape of the drift-speed histograms (see Figs 1 and 2).

behavior

of various

models.

based on

For example,

various

SMMR and
SSM/I data, will be most important for thermodynamic
parameters like those involved in partitioning between vert-
ical and lateral growth and melt. Some examples of error
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FIRST RESULTS AND CONCLUSIONS

During the first phase of SIMIP, four models have been
compared: a viscous plastic model based on Hibler (1979)
with an elliptical yield curve and replacement closure; a ca-
vitating fluid model (Flato and Hibler 1992); a compressible
Newtonian {luid model; and a free-drift model with stop-
page (for details see Kreyscher and others, 1997). All models
have been optimized by minimizing an error ﬂm(lum

through tuning of the dynamic model ]mmmctus From

the application of the different error functions discussed
above it is obvious that the speed-distribution difference

represents the most adequate error function for the optimi-

zation of dynamic model parameters.

This speed distribution is displayed in Figure | as annual
mean and seasonal averages for the whole Arctic (upper
panel) and as annual mean for five selected regions (lower
panel) for the viscousplastic model (thin lines) and the

buoy observations (thick lines). The viscous—plastic model
represents the observations well, but certain differences are

apparent.

The speed distributions of the competitive models are

shown in Figure 2 for the Canada region (a) and for the

Bering region (b). In the Canada region the viscousplastic

model vields the best results, whereas in the Bering area the

' The cavitating fluid model has been implemented and
optimized at the Canadian Centre for Climate Modelling
and Analysis; the other models have been applied at the
Alfred-Wegener-Institut. Special care has been taken to
ensure the same treatment of all models through exchange
ol model and analysis codes.
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Fig. 2. Comparison of drifl-speed distributions for the observations and four different dynamics schemes. Drift statistics ave showen
Jor (a) the Canada region ( south of 85° N, between 1357 Wand 45° W) and (b) for the Bering region (south of 83° N

between 155" Wand 135" I ).

compressible  Newtonian-fluid  model  performs  best,
Summed over all regions the viscous plastic model achieves
the best fit. It is, therefore, at this stage considered to be the
best representation of sea-ice dynamies in large-scale
models. The simple [ree-drift model with stoppage signifi-
cantly overestimates the small drift speeds, whercas the ca-
vitating fluid underestimates the occurrence of low speeds,
especially in the Bering region (for more details see
Kreyscher and others, 1997). In conclusion, the viscous—
plastic model represents the best starting point for further
model improvements.
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