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Abstract
Interaction between high-intensity lasers with solid targets is the key process in a wide range of novel laser-based particle
accelerator schemes, as well as electromagnetic radiation sources. Common to all the processes is the generation of
femtosecond pulses of relativistic electrons emitted from the targets as forerunners of the later-time principal products
of the interaction scheme. In this paper, some diagnostics employed in laser–solid matter interaction experiments
related to electrons, protons, ions, electromagnetic pulses (EMPs) and X-rays are reviewed. Then, we present our
experimental study regarding fast electrons and EMPs utilizing a femtosecond-resolution detector previously adopted
only in accelerator facilities.

Keywords: high power laser; laser–plasma interaction; pulsed electric field diagnostic; ultra-short high-intensity laser pulses

1. Introduction

The introduction of the chirped pulse amplification (CPA)
technique more than thirty years ago[1] has enabled the
development of high-intensity, ultra-short laser systems that
opened up new horizons for a wide range of experiments
involving sub-picosecond light–matter interactions. New
research areas, such as astrophysics in the laboratory[2],
high-energy-density experiments[3] and novel schemes for
particle acceleration[4, 5] are explored in large-scale facilities
as well as more modest table-top laboratories. Prominent
among other studies is laser-based ion acceleration, mainly
due to its possible significant impact on hadron therapy
of cancer. A noteworthy scheme is target normal sheath
acceleration (TNSA), where the acceleration originates from
thin foils irradiated by high-intensity (>1018 W/cm2), short-
pulse lasers.

During this process, multi-MeV range beams[6–8], tightly
confined in time (picosecond scale) and space (few µm
radius), are produced. The conventional understanding of the
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underlying process is laser heating of the target’s electrons,
thus producing a ‘hot’ electron cloud at the vicinity of
its back surface. Some of them are energetic enough to
escape and a positive unbalanced charge is left on the target.
This process is responsible for building up an electrostatic
potential, which in turn governs the ion acceleration[9, 10],
occurring typically in a sub-picosecond timescale. During
the potential setup, the electronic cloud locked near the tar-
get, within a distance comparable to the Debye length[11], is
thermalizing and some energetic electrons are still escaping
from the target. Finally, this process ends when electrons
cannot overcome the electrostatic potential induced near the
target surface, and a second slower expansion–relaxation
process takes over[12]. For sub-picosecond laser pulse irra-
diation, target charge neutralization by the electrons coming
from outer-target, darkened sections can be neglected: the
amount of escaped energetic electrons corresponds to the
net positive charge left on the target surface[12]. The
subsequent cooling process, including multiple collisions
with the surrounding ions, sets the upper limit of the time
range of target charging (that is, the effective lifetime of
the potential barrier). Moreover, the locked hot electrons,
bouncing back and forth, are continuously ionizing the target
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rear face, creating plasma and huge electromagnetic pulses
(EMPs)[13–15], up to some TV/m, depending on the laser
pulse intensity. The generated EMP spectrum is composed
of two main elements: one consisting in ultra-short THz
pulses[16, 17], related to the fast electrons’ induced current,
whose propagation, measured through coil-like structures[18]

or wires[19, 20], occurs on a tens of picoseconds timescale; the
other, in the GHz range, with nanosecond duration, is due to
neutralization currents flowing through the target to balance
its induced positive charge[21–23]. A complete picture of
the several processes happening in laser–target interactions
is experimentally complicated to realize, since different
diagnostic techniques are usually needed. The detection
of the ejected fast electrons followed by the emission of
ultra-short EMPs, in particular, has not been experimentally
provided until now. The major obstacle relies on obtaining
data that accurately determine the electric fields and the
modifications in the transient interaction process evolving
from the sub-picosecond scale up to several picoseconds[12].
So far, experimental evidence has been obtained with high-
resolution measurements of the plasma density near the
target surface[24], probing the quasi-static magnetic fields in
plasmas[25, 26] or the emitted electric pulses[17, 27]. In the
following, we provide a review of the different diagnostics
employed in laser–target interaction experiments related to
electron, proton and ion acceleration. Finally, we present our
recently developed non-destructive, single-shot, temporally
resolved diagnostic[28–31] based on electro-optical sampling
(EOS)[32], able to record with femtosecond resolution ultra-
short EMPs and fast electrons emitted from solid targets
during the interaction, previously adopted just in accelerator
physics. Our diagnostic is able to provide a more detailed
picture of this phenomenon at the sub-picosecond timescale,
highlighting its ultra-fast dynamics. The analysis is expected
to be significant in further understanding and developing fu-
ture high-energy particle accelerators and radiation sources.

2. Detection techniques implemented in TNSA
experiments

As introduced before, a complete picture of the TNSA is
experimentally complicated to realize. Nevertheless, several
pieces of experimental evidence were obtained. In this
section, we will review the most important diagnostics em-
ployed to detect electrons, EMPs and ions/protons produced
during such kinds of interaction.

2.1. Plasma density measurements

The first type of measurement was presented in Refs. [24]:
an all-optical diagnostic method, based on interferometry,
was employed to directly measure the evolution of the hot-
electron distribution driving the ion beam acceleration in the
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Figure 1. Electron density interferometric measurement. (a) Schematic
overview of the experimental diagnostic setup. (b) Temporal evolution of
the electron density at the rear surface of the target. All pictures are shifted
+200 fs due to the logarithmic timescale. Figure from Ref. [24].

TNSA regime, adopting thin foils as targets, as shown in
Figure 1. The available parameters retrieved, determining
the subsequent ion acceleration, are the hot-electron den-
sity near the surface, with the temperature distribution and
the conversion efficiency from laser pulse energy into hot
electrons.

2.2. Probing the quasi-static magnetic fields in plasma

The second type of measurement was presented in Refs. [25,
26]: they detected ultra-short (picosecond regime), multi-
megagauss magnetic pulses generated in a TNSA process.
This diagnostic, shown in Figures 2(a) and 2(b), consisted in
a pump-and-probe technique providing a complete (that is,
temporal and spatial) map of these fields. The probe pulse,
normally incident on target, undergoes a polarization state
change induced by the magnetic field in the plasma; large and
easily measurable ellipticity changes were noticed. The field
evolution was obtained with high resolution both temporally
(order of the pulse length) and spatially (few µm). Instead
of probing the “dc” magnetic fields, similar measurements
can be performed for the emitted electric field, as shown by
Ref. [17]. Figure 3 shows how intense electric radiation in
the THz regime is recorded behind a thin target interacting
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Figure 2. Magnetic pulse measurement. Schematic of the pump–probe
experimental diagnostic setup for probing the megagauss magnetic fields at
the (a) front and (b) rear target surfaces. (c) Magnetic field pulse profile
for p- and s-polarized pump lasers with an intensity of 1.1× 1016 W/cm2.
Solid line shows the fit for the p-polarized case using a phenomenological
model. The inset shows the reflectivity and induced ellipticity of the probe
as a function of delay time. Figure from Ref. [25].

with an ultra-short (high-contrast) laser pulse. The efficient
THz emission can be attributed to the hot-electron beam
acceleration by the target sheath E-field. In Ref. [17] a
single-shot THz time-domain spectroscopy system (TDS)
with direct spatial encoding pump–probe EOS[33] (providing
a ∼10 ps time window with around 25 fs temporal reso-
lution) was studied. Its simplicity and robustness made
the technique ideal for real-time relativistic electron beam
characterization. In addition, they used a Golay cell, coupled
with a polyethylene polarizer, in measuring its energy and
polarization, to calibrate the peak THz field on the EO
crystal.

2.3. Electromagnetic pulse detection

A target irradiated with a high-power laser pulse blows
off a large amount of charge and, in turn, the target itself
emits EMPs, owing to the high return current flowing to
the ground through the target holder[34]. Generally, the
interaction chamber can be seen as a resonant cavity in
which different modes of EMP oscillate for hundreds of

Figure 3. THz pulse detection. (a) Experimental setup. The THz radiation
emitted from the target rear surface is collected and sent to a calibrated
THz energy meter or to a single-shot TDS system with a dual reflective
echelon pair. The beamlets produced by the echelon pair arrive at the
ZnTe with different time delays. Via the electro-optic effect induced by the
THz electric field, the temporal evolution of the THz field is retrieved. (b)
Experimentally detected THz time-domain signals and (c) corresponding
spectra from Cu targets with different thicknesses. The laser energy is
600 mJ. The blue dashed line gives the calculated sheath lifetime. Figure
from Ref. [17].

nanoseconds, until the EMP is transmitted outside – for ex-
ample, through the chamber glass windows – and EM waves
are attenuated. However, due to the effects of small-scale
structures in the target chamber, as well as of equipment
inside the chamber, such as the motorized stages, cameras
and other detectors, there is a shift in the ideal chamber
resonant frequency[35]. The basic EMP diagnostic tool is
represented by the Moebius loop antenna, typically made
from solid coaxial copper cable, coupled with an electronic
oscilloscope, able to measure a wide range of frequencies, up
to the GHz level. As shown in Figure 4, a twist in the loop
is present, which doubles the effective loop area and makes
it insensitive to charged particles and ionizing radiation[36].
The two outputs are added using a matching unit to give a
signal proportional to the rate of change of magnetic field.
Apart from this kind of conductive antenna, recently also a
dielectric electro-optic-based probe has been employed for
EMP detection in an experiment with a nanosecond-long
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Figure 4. Moebius loop antenna layout. Figure from Ref. [14].

laser[23]. In particular, measurements of external electric
fields have been performed by detecting the change of
polarization state, induced by the electro-optic effect, of a
continuous-wave laser probe beam with λp = 1550 nm and
circular polarization, propagating in a<111>-cut Bi12SiO20
(BSO) 5 mm thick crystal.

2.4. Escaping particle tracking

Other types of measurement presented here regard tracking
of the escaping particles: electrons, protons, ions and pho-
tons.

2.4.1. Magnetic spectrometer
The first measurements of electrons produced by the in-
teraction between an ultra-short, high-intensity laser and
a solid target were presented in 1996 by Ref. [37]. The
implemented diagnostic, shown in Figure 5(a), was a simple
charged particle energy spectrometer, working in the range
0.4–3 MeV, composed of a pair of permanent magnets pro-
ducing a uniform magnetic field (B = 1700 G), installed
along two different directions, 0◦ and 22◦, respectively. In
this way, the electron energy spectrum was detected for
different laser intensities, as reported in Figure 5(b).

The use of a dipole spectrometer allows easy detection
of charged particles and can resolve their energy spectrum.
Nevertheless, there are some drawbacks: in absence of a
collimator, the divergence and transverse beam size can
affect this measurement; at the same time, the X-rays and
γ-rays produce a background on the scintillator used to track
the bent particles, which can be a source of systematic error.

2.4.2. Faraday cup
In a laser–target environment, the Faraday cup can be
adopted to detect high-energy charged particles as a real-
time detector based on the time-of-flight (TOF) technique.
The TOF spectrum results from a time-resolved voltage
amplitude measurement, induced by charged particles
impinging the Faraday cup.

Faraday cup arrays are designed to cover different ob-
servation angles, with the normal direction to the target as
reference, as shown in Figure 6(a). The diagnostic allows

Figure 5. Electron energy spectrum measurement. (a) Experimental
setup. The magnetic spectrometer (B = 1700 G) is used to measure the
energy of electrons ejected from a 30 µm thick CH target at different
observation angles (0 and 22 deg). (b) Electron distributions from 0.4 to
3 MeV, for 9 × 1018 W/cm2, 3 × 1018 W/cm2, and 2 × 1018 W/cm2

laser intensities, at normal incidence, measured along the laser propagation
axis. Hot temperatures are, respectively, 891, 420, and 374 keV, assuming
a Boltzmann distribution (solid lines). The vertical axis is the number of
electrons per units of keV and steradians. The horizontal error bar takes
into account the spatial extension of the diodes. Figure from Ref. [37].

measurement of the two-dimensional spatial ion current
density distribution and the ability to show its time evolution
through TOF measurements, which is not achievable with
a standard diagnostic such as laser optical interferometry.
This is a unique method for two-dimensional measurements
of ion currents from laser-generated plasmas, as shown in
Figure 6(b).

As mentioned, the detector is used as an ion collector in
an array covering the entire emission cone and is capable
of detecting high currents when it is placed in a range
of few tens of centimeters from the interaction point. In
common with other diagnostics, the main disadvantage is
that, because of the detector position close to the interaction
point, large EMPs exist and can disturb the measurements if
not accurately identified and de-embedded.

2.4.3. Radiochromic film
Measurements of ion species parameters, such as divergence,
emittance, spatial and energy resolved distribution, are of
primary interest. During the interaction between powerful
laser systems and targets, significant EMPs can be gener-
ated. Because of these, sensitive electronics close to the
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Figure 6. (a) Sketch of the experimental setup at the PHELIX sub-
picosecond laser facility. (b) Spatial distribution of ion current density using
a double-layer target with Al on the front side and PET on the rear side
irradiated with 516 J of laser energy.

interaction point is not reliable; in contrast, film detection
has been demonstrated not to be sensitive to EMPs, but
electrons and X-rays can cause a signal background (easily
identifiable).

The simplest setup[38] consists in employing radiochromic
film (RCF) layers acting as an energy filter. In general,
particles penetrating one or more layers of the film detec-
tor deposit energy, thus the two-dimensional particle dis-
tribution can be obtained. Moreover, each film records
the deposited energy, so an energy-resolved measurement
(referred to as radiochromic film imaging spectroscopy) is
possible. Low-energy protons are stopped in the initial film
layers, whereas the most energetic penetrate and are stopped
successively in the stack, as shown in Figure 7. The energy
and spatially resolved proton distribution obtained from the
film stack complete the beam reconstruction. Together with
RCF, the use of activated materials for proton imaging has
been attempted to observe global beam structures, showing
positive results[39]. Moreover, Ref. [40] used silver and
copper foils for energy filtering within an RCF stack. Silver
foils were used to reduce the observed activity in order
to minimize the exposure to the radioactive material. On
the other hand, copper foils enabled absolute proton flux
measurements, exploiting the 63Cu (p, n) 63Zn reaction,
decaying through 511 keV β+ emission, and measured using

Figure 7. Electron bunches with different energies stopped in different films
within the detector. Figure from Ref. [41].

NaI co-incidence detectors. The energy filtering foils were
placed onto Fuji image plates and left to be exposed to the
radiation emitted from the decaying isotopes. It should be
noted that, although the foil and RCF within the stack are
positioned together, they do not sample the same energy
slice. This is due to the threshold energy for generating a
(p, n) reaction, typically around 4–5 MeV. In contrast, the
RCF responds directly to the incoming radiation dose.

2.4.4. Imaging plates
Other diagnostic techniques widely adopted to determine
the beam energy and profile are image plates (IPs) and
scintillators, respectively. The IP is made of phosphors
with phosphorescent properties which can release the stored
energy in a de-excitation process. When photons or charged
particles are incident on the IP, the electrons are promoted
to a meta-stable state. Therefore, the energy stored can
be retrieved by stimulating the excited meta-stable state by
photons, and then the released energy (as light) is called
photo-stimulated luminescence (PSL)[42]. On the other
hand, a scintillator-based diagnostic can spatially resolve the
transverse beam profile over a number of specified energy
ranges. Multiple sheets of organic scintillators emitting
light over different wavelengths can be placed in the beam
path: the lowest-energy ions are stopped in the first sheet,
while higher energies are stopped in subsequent sheets. As
shown in Figure 8, the collected optical signal is imaged with
a gated, intensified CCD camera recording the transverse
beam profiles for two or more beam energy ranges[42]. IPs
are sensitive to laser light and, therefore, should be properly
protected to avoid signal losses. A simple strategy is to cover
them with a thin aluminum foil stopping the laser.
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Figure 8. (Left) Schematic for a three-color proton beam spatial profiler.
Higher-energy protons are stopped in the shorter-wavelength scintillators
located further downstream in the stack. The combined optical signal
is collected and relayed to a CCD camera via a fiber optic bundle.
(Right) Proton (half) beam profile for a 100 nm Al target irradiated at
5× 1020 W/cm2 with high contrast (>109).

2.4.5. Thompson parabola
Another diagnostic, based on collection of the escaping par-
ticles, employing both magnetic and electric fields to induce
a deflection on their propagation, is called the Thompson
parabola[43–47]. As schematically shown in Figure 9, this
diagnostic consists of an entrance pinhole, parallel elec-
tric (E) and magnetic (B) fields and a detector. The working
principle is the following: ions with the same charge-to-mass
ratio (Z/M) will trace the same parabola in the detection
plane, while the position of the particles along the trace
depends on their energy; higher-energy ones result closer
to the so-called zero point. This is an origin point where
the line joining the source and the spectrometer’s entrance
intercepts the detector plane and where neutral particles and
photons coming from the source would hit the detector.
Although Thompson parabolas allow one to clearly identify
the ion species composing the beam population, they are
sensitive to EMPs. To reduce this effect, it is possible
to put it outside the vacuum chamber; otherwise specific
de-embedding procedures should be carried out as well
as having to take electronic precautions to eliminate EMP
disturbances.

2.4.6. Time-of-flight detector
TOF measurements are also widely employed in laser–solid
matter experiments[23, 48–52], allowing fundamental time-
resolved measurements for a detailed study of ion beam
parameters, such as kinetic energy and total charge, as well
as shot-to-shot reproducibility[48]. TOF spectra are usually
composed by a broad ion peak signal (tens of nanoseconds at
about one meter detection distance) following a narrow low-
energy electrons peak and an X-ray flash. The latter, in turn,
being the first to arrive on the detector, acts as a trigger for
the measurement. In this scenario, semiconductor detectors
are the ideal candidates. Indeed, the current response of
such devices is proportional to the incident radiation energy
released into the detector active layer; thus the photo-peak
(usually consisting of the response to UV/soft-X-rays) is

Figure 9. Thompson parabola. (Left) Schematic for a three-color proton
beam spatial profiler. Higher-energy protons are stopped in the shorter-
wavelength scintillators located further downstream in the stack. The
combined optical signal is collected and relayed to a CCD camera via a
fiber optic bundle. (Right) Proton (half) beam profile for a 100 nm Al target
irradiated at 5× 1020 W/cm2 with high contrast (>109).

strongly lowered in comparison to the fast (high-energy) ion
peak[48].

Diamond semiconductors can be used as detectors sen-
sitive to photons and to particles with energies above their
band gap threshold, which makes them also insensitive to
the visible background, which is quite noticeable in laser–
plasma experiments. Nevertheless, specific designs have to
be produced to eliminate EMPs coupling with the signal, as
in Ref. [49]. On the other hand, the maximum detectable
energy depends on the diamond thickness: the thicker the
target, the higher the maximum energy is.

2.4.7. γ-ray detection
Electrons are initially accelerated during the laser–plasma
interaction; subsequently, they emit hard X-rays via the
Bremsstrahlung process as they are stopped in solid ma-
terial. Moreover, this phenomenon regulates the electron–
positron pair production (γγ → e−e+) through photon
pair annihilation, enhanced by using a high-Z material as
the target (for example, gold). Such high-energy photons
will produce photo-nuclear reactions in almost all materials
associated with the target assembly and vacuum chamber.
Reference [53] designed a target in order to retrieve the
Bremsstrahlung spectrum by measuring the TOF neutron
energy spectrum associated with the photo-disintegration
of deuterium: D(γ, n)H(Q = 2.405 MeV). Substantial
radioactivity was measurable in the target assembly due
to photo-nuclear reactions in both the gold target and the
surrounding copper target holder, producing transmutation to
platinum and nickel daughter isotopes. These processes are
usually detected by means of thermo-luminescent dosimeters
(TLDs). They can measure ionizing radiation from the
intensity of visible light emitted by a crystal inside the
detector when the crystal is heated. The intensity of light
emitted is dependent upon the radiation exposure. The two
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Figure 10. Optical streaking technique for proton beams. TNSA
accelerated protons are blocked in a high-purity SiO2 sample. The
corresponding transient opacity (gray) is recorded using a synchronized
chirped probe pulse. This allows one to observe the interaction over a large
temporal window. In (a) and (b), the incident proton bunch is collimated
using an aluminum slit (CS). Different frequency components of the chirped
pulse, coming from the left, traverse the irradiated region at different times.
(c) The optical streak is obtained using an imaging spectrometer. The region
of interest (ROI in (d)) for the ion beam interaction is a ∼10 mm scale slice
along the central axis of laser. This is imaged onto the entrance slit of the
spectrometer. Figure from Ref. [54].

most common types of TLDs are calcium fluoride (CaF) and
lithium fluoride (LiF). The former is used to record γ-ray
exposure, and the latter for gamma and neutron exposure
(indirectly, using the Li-6 (n,alpha) nuclear reaction).

2.5. Other techniques

Finally, it is worth mentioning an innovative technique con-
cerning the temporal measurement of proton bursts produced
from laser–solid target interactions[54], called the optical
streaking technique[55], shown in Figure 10. Here, protons
are accelerated via the TNSA mechanism using a 10 µm
thick Au foil and collimated by means of a 100 µm Al slit
(Figure 10(a)). Then, a transversely moving chirped laser
pulse is used to encode the temporal profile of the proton
burst: different frequency components traverse the irradiated
region at different times (Figure 10(b)). Finally, the optical
streak is obtained by using an imaging spectrometer (Fig-
ure 10(c)).

3. EOS diagnostic for fast electron and electromagnetic
pulse detection at SPARC LAB

In laser–plasma interaction experiments, time-integrated di-
agnostics are usually employed, as shown in the previ-
ous section. On the other hand, single-shot, time-resolved
techniques are needed to properly investigate evolution of
the phenomena. At the SPARC LAB test facility[56], an
EOS diagnostic (see Appendix A) has been installed in the
FLAME laser[57] target area to study the electron emission
from solid matter targets.

Figure 11. Sketch of the experimental setup. The FLAME laser is focused
on a stainless steel target ejecting a relativistic electron beam able to escape
from it as well as EMPs. These two interaction products induce local
birefringence on a ZnTe electro-optic crystal, such that a linearly polarized

laser, crossing the crystal, can probe them[28].

Thus far, only indirect evidence of the escaping elec-
trons has been detected. In particular, by measuring
the X-ray emission by Kα spectroscopy, Bremsstrahlung
radiation, interferometric measurement, and laser energy
absorption[24, 58–62], some time-integrated hot-electron prop-
erties – for example, charge, angular distribution and energy
– have been directly measured. On the other hand, our
diagnostic allowed us to perform direct and temporally
resolved measurements.

Some experimental campaigns[28, 29, 31] have been per-
formed with the FLAME laser using the setup in Figure 11.
The EOS diagnostic installed for this experiment relies on a
500 µm thick ZnTe crystal and, exploiting the spatial encod-
ing technique[63], with the probe laser entering the crystal at
an incidence angle θi ≈ 28◦, the temporal charge profile of
the emitted electrons is encoded along the transverse profile
of the probe laser. Since the probe diameter on the crystal is
dL ≈ 6 mm, the time window provided by our diagnostic
is 1t = (dL/c) sin θi ≈ 10 ps, where c is the vacuum
speed of light. Moreover, in our experimental conditions,
the temporal resolution is about 100 fs. Downstream of the
ZnTe crystal, as shown in Figure 11, a polarizer is set to
retrieve the electric field actually encoded into the ‘EOS-
probe’ signal. The polarizer is rotated 90◦ with respect to the
input laser polarization – that is, there is no light transmitted
in the absence of an EO-induced phase retardation. It is able
to convert the probe polarization modulation into intensity
modulation. The diagnostic signal can be detected simply
using a CCD camera.

Moreover, our EOS diagnostic is also suitable to work as a
TOF monitor[63, 64]. Indeed, by measuring the relative delay
with respect to the reference time, the particle TOF being
1tTOF, we can calculate the bunch velocity as v = d/1tTOF
and its energy as E = γme, where γ = 1/

√
1− (v/c)2 is the

relativistic Lorentz factor, c is the speed of light and me is
the electron rest mass in eV units. Unlike conventional time-
integrated techniques (for example, magnetic spectrometer),
this method is able to provide energy measurements resolved
in time (see Figure 12). In addition, the electric field
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Figure 12. Calibration of the diagnostics relative to TOF measurements.
Each point corresponds to one delay line step (3 fs).

generated by the bunch, inducing the electro-optic effect,
is proportional to its charge. Therefore, the latter can
be estimated from the signal intensity, making our EOS
diagnostic act as a temporally resolved charge measurement
with femtosecond resolution.

To summarize, our EOS-based diagnostic allows rela-
tivistic fast electron charge and mean energy time-resolved
measurements, as well as providing the temporal length of
the electron bunch. To be more precise, our diagnostic
can detect any external electric field whose strength is high
enough to induce a birefringence in the EO crystal.

In the following, we will treat two examples of experi-
ments performed at SPARC LAB: one devoted to fast elec-
tron characterization, the other for EMP detection.

3.1. Experimental detection of fast electrons

By means of the setup depicted in Figure 11, we were able
to detect the fast electrons emitted during the interaction
between the FLAME laser and a solid matter target. Indeed,
since the ZnTe crystal is installed 1 mm downstream of the
target, in order to avoid particles hitting the crystal, it means
that, from the probe laser point of view, there is no difference
whether the electron bunch has a small or large transverse
radius, since the distance of the observer is larger. This
distance being much larger than the Debye length ∼1 µm
in our experimental conditions, only the highly energetic
ejected electrons escaping the potential barrier are able to
reach our diagnostic. The high-resolution EOS diagnostic
technique allows us to operate on the same timescale as the
process, determined by the temporal duration of the main
laser[22, 65]. Figure 13 explains the electric field encoding
process: the signal detected by a CCD camera comes from
the temporal and spatial overlap between the probe laser
and the local induced birefringence. The EOS response is

Figure 13. Spatial encoding process: (a) the coulomb field, relative to
the electron bunch, makes the crystal birefringent; (b) while the E-field
propagates into the crystal, the local birefringence shifts downwards; (c) the
probe laser crosses the crystal and its polarization is rotated: the resulting
signal comes from the region where the local birefringence and the probe

laser are temporally overlapped[29].

mainly affected by the bunch current (charge per unit time)
and mean energy, while it is not affected by the energy
spectrum, and therefore its distribution. It means that the
signal shape, duration and strength are actually determined
by the average energy of the whole electron distribution,
because the low/high-energy tails in the spectrum represent
the minority of the entire charge; that is, the electrons in
that range of energies are too few to contribute to the
development of the EOS signal. Previous reports regarding
ion acceleration by lasers have demonstrated a significant
energy enhancement of the accelerated ions when structured
targets[66–68] were employed instead of conventional targets
in the TNSA scheme such as thin aluminum foils. During the
laser-sharp target interaction, a higher quantity of electrons
escape the target, building up a stronger potential well, which
subsequently accelerates ions to higher energies. Proving
this conjecture needs a direct time-resolved measurement
of the escaping electrons. With this aim, we have tested
different target shapes: a 10 µm thick aluminum foil, a
wedged shape of stainless steel razor blade and a tip shape
of a needle. Measuring the amount of charge and energy
of the escaping electrons by means of the EOS detector,
as explained before, provides the required evidence for the
field-enhancement conjecture, summarized in Figure 14.

For the planar foil target, as in Figure 14(a), a first emitted
bunch with 1.2 nC charge and 7 MeV energy is followed
(delayed by about 1.5 ps) by a second broadened structure
carrying more particles (about 3 nC) but that is less energetic
(about 1 MeV).

The signal coming from the wedged target, as in Fig-
ure 14(b), shows a similar structure: the first bunch carries
a larger amount of electrons (2 nC) with the same energy
(7 MeV), while the second one is strongly reduced to 0.3 nC
and delayed by about 2 ps. Figure 14(c) shows data captured
from the tip target: the interaction with the laser produced a
much larger number of fast electrons (about 7 nC), carrying
also higher energies (about 12 MeV). Direct evidence of
charge and energy boosts when using sharp tips can be

https://doi.org/10.1017/hpl.2019.41 Published online by Cambridge University Press

https://doi.org/10.1017/hpl.2019.41


Review on TNSA diagnostics and recent developments at SPARC LAB 9

Figure 14. Fast electron bunches for different target shapes. Experimental
measurements of the longitudinal fast electrons’ charge profile from (a)
planar, (b) wedged and (c) tip targets. The emitted charges are, respectively,
(a) 1.2 nC (B1) and 3 nC (B2); (b) 2 nC (B1) and 0.3 nC (B2); (c) 7 nC (B1)
and 3 nC (B2). The Gaussian envelopes represent the extrapolated charge
profiles of each bunch. A 102 neutral density filter has been used in (b) and

(c) to avoid saturation of the CCD camera[28].

Figure 15. Electro-optical encoding. (Left) EO crystal (yellow square)
acquires a local birefringence when the electric field (dashed arrows)
reaches it. (Right) The probe laser, starting with a well-defined linear
polarization, crosses the crystal while the charge propagates on target,

increasing the source size[31].

extrapolated. Moreover, the presence of a second smaller
bunch (B2) carrying about 3 nC charge can possibly be
attributed to this target shape[28].

3.2. EMP detection

The interaction between an ultra-intense laser and a solid
target also produces a huge number of EMPs. Besides
the possibility to detect fast electrons, our EOS diagnostic
has allowed us to reveal such EMPs. Figure 15 shows the
resulting encoding process as detected by the CCD camera
placed at the end of probe laser path. By means of the delay
line installed along the probe laser path, it is possible to
reproduce the temporal evolution of the pulses emitted by
the target.

Figure 16 shows the temporal evolution of the pulses
emitted by the target, moving the delay line installed along
the probe laser path by steps of 2.5 ps. Indeed, while the
probe laser is delayed with respect to the interaction laser,
the resulting signal moves towards the left and its amplitude
decreases[31]. From this timeline, the dynamics of the target
charging process can be deduced[31]. From the horizontal
size of the detected signals, the charge spreading velocity
or, similarly, the velocity at which the antenna emitting

Figure 16. Evolution of the EM radiation pulse emitted by the target. By
focusing the main laser onto a wedged target, the probe laser is sent onto
the ZnTe crystal with different delays. The horizontal axis represents the

relative probe arrival time (t) associated with each pixel[31]. 1t0 is the
delay between the main and probe laser pulses. From Ref. [31].

area grows with time, can be retrieved. We calculate a
charge spreading velocity of (0.94± 0.03)c, in agreement
with some previous works[18, 19, 69], where c is the light
velocity in vacuum. Indeed, since a larger emitting area
produces wider EM radiation, its radial extent is directly
proportional to the horizontal size of the detected signal;
meanwhile, the signal thickness is directly proportional to
the average duration of the detected radiation, which, for
the signals reported in Figure 16, is 6 ± 1 ps. Furthermore,
its peak value of the electric field has been found equal to
0.8 MV/m on our EOS crystal, corresponding to approxi-
mately 0.6 TV/m on target, as confirmed by particle-in-cell
(PIC) simulations[31]. In addition, this field value allows
only electrons with energies higher than 3 MeV to escape,
in agreement with our measurements[31].

4. Conclusions

In conclusion, this paper provides a review regarding the dif-
ferent diagnostics employed in laser–solid target interaction
experiments related to electron, proton and ion acceleration.
Finally, we present our experimental study regarding the
development of single-shot temporal diagnostics based on
EOS employed for fast electron and EMP detection at the
femtosecond scale. In contrast to the reviewed diagnostics,
which are mostly time-integrated, our diagnostic provides
single-shot, time-resolved measurements of relativistic fast
electrons in terms of charge, mean energy and temporal
length. In particular, nanocoulomb charged beams have
been detected with multi-MeV mean energy and temporal
duration ∼1 ps FWHM. Moreover, it allowed us to observe
the temporal evolution of the EMPs emitted during this kind
of interaction. The fields present a temporal duration of a few
picoseconds and a peak electric field amplitude ∼0.6 TV/m
on target. The values obtained are in good agreement with
PIC simulations[31]. This innovative diagnostic enables dis-
crimination between the signal carried by the fast electrons
and the emitted wave generated by currents in the target.
Our studies open the way to perform new time-resolved
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Figure 17. ZnTe refractive index ellipsoid. The (110) plane in the
ZnTe crystal and its coordinate system (x, y). The crystal is isotropic,
with a constant refractive index n0, when no external electric field is
applied. An external E-field E (blue arrow), with an angle α respect to the
crystallographic x axis, induces the electro-optic effect. The refractive index
ellipsoid, projected onto the (110)-plane, is sketched as an ellipse rotated by
Ψ (α), whose main axes, parallel to (U1,U2), represent the new refractive

indices n1 and n2 of the crystal[31].

experiments aimed at reaching a deeper understanding of the
phenomena involved in laser–matter interaction experiments.

Appendix A. Electro-optic effect in a zinc telluride crystal

The zinc telluride (ZnTe) crystal is optically isotropic, with a
uniform refractive index n0 (≈ 2.85 for wavelength λL =

800 nm) when no external E-field E(t) is applied. Con-
versely, the crystal optical isotropy vanishes and, as a con-
sequence, its permeability tensor is altered as ηi j = η0

i j +∑
k ri jk E(t)k , where η0

i j is the unperturbed term describing
the optical isotropy, while ri jk is the tensor describing
the linear electro-optic effect and Ek the k-components
constituting the electric field E(t).

The tensor η is symmetric, hence ri jk = r j ik
[70]. Fur-

thermore, a ZnTe crystal cut along the (110)-plane has an
higher degree of symmetry; hence it is characterized by just
one independent electro-optic coefficient: r41 = r52 = r63 ≈

4.2 pm/V. Figure 17 shows the refraction indices, n1 and n2,
related to the two induced, mutually perpendicular, principal
axes U1,2. α is the angle between the crystallographic x
axis and the externally applied electric field; the resulting
ellipse, with semi-axes U1,2 defining the induced indices of
refraction, is rotated by Ψ (α). Consequently, the crystal,

characterized by two different refractive indices, becomes
birefringent.

Assuming the relation r41 E � 1/n2
0 (with E = |E|),

the function describing the two refractive indices can be
approximated as

n1,2(t) = n0 +
n3

0r41 E(t)
4

(
sinα ±

√
1+ 3 cos2 α

)
. (A1)

A linearly polarized laser, with λL central wavelength, cross-
ing an electro-optically (EO) modulated ZnTe crystal of
thickness d, experiences a polarization modulation. Its elec-
tric field components, projected along the induced principal
axes U1,2, gain a relative phase shift. The latter, presented
in Equation (A2), is linearly dependent on the applied field
amplitude:

Γ (t) =
2π (n1 − n2) d

λL
=
πn3

0d
λL

r41 E(t)
√

1+ 3 cos2 α.

(A2)
According to Equation (A2), it can be seen that if the external
electric field is absent the pulse is not altered by the EO
crystal and it maintains its linear polarization.
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