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Abstract

In this paper, we consider a joint drift rate control and two-sided impulse control problem
in which the system manager adjusts the drift rate as well as the instantaneous relocation
for a Brownian motion, with the objective of minimizing the total average state-related
cost and control cost. The system state can be negative. Assuming that instantaneous
upward and downward relocations take a different cost structure, which consists of
both a setup cost and a variable cost, we prove that the optimal control policy takes
an {(s∗, q∗,Q∗, S∗) ,{μ∗(x) : x ∈ [s∗, S∗]}} form. Specifically, the optimal impulse con-
trol policy is characterized by a quadruple (s∗, q∗,Q∗, S∗), under which the system state
will be immediately relocated upwardly to q∗ once it drops to s∗ and be immediately
relocated downwardly to Q∗ once it rises to S∗; the optimal drift rate control policy will
depend solely on the current system state, which is characterized by a function μ∗(·) for
the system state staying in [s∗, S∗]. By analyzing an associated free boundary problem
consisting of an ordinary differential equation and several free boundary conditions, we
obtain these optimal policy parameters and show the optimality of the proposed policy
using a lower-bound approach. Finally, we investigate the effect of the system parame-
ters on the optimal policy parameters as well as the optimal system’s long-run average
cost numerically.

Keywords: Drift rate control; two-sided impulse control; Brownian motion; average
criterion
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1. Introduction

A Brownian system, as one of the simplest stochastic models, is extensively investigated
in the optimal control literature. Albeit its simplicity, it has a lot of practical applications.
For example, for the inventory and production system, there has been a long history that the
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inventory-level process is modeled as a Brownian motion since [6]. Also, in the literature of
finance and economics, the stock price and the cash flow are typically assumed to follow a
diffusion process [11, 36]. Besides, in the community that studies queueing models, it is well
known that the queue-length process can be approximated by a reflected Brownian motion
under heavy traffic conditions in the single-server setting [9] and that the centered number-in-
the-system process can be approximated by a piecewise Ornstein–Uhlenbeck (OU) diffusion
process in the many-server setting [15]. Consequently, Brownian control problems (BCPs)
frequently arise when studying optimal controls for these systems.

In this paper, we consider a jointly drift rate control and two-sided impulse control prob-
lem for a one-dimensional Brownian system, whose state can be negative. Specifically, the
drift rate control stipulates the system state’s drift rate at any time instant, which will incur
cost continuously over time. The impulse control, on the other side, can adjust the system
state instantaneously, with the corresponding cost containing a fixed one that is identical for
each adjustment and a variable one that is proportional to the adjustment size. This control is
two-sided in the sense that the adjustment can be either upward or downward, with the corre-
sponding cost functions also taking different forms. Our objective is to find a jointly drift rate
control and two-sided impulse control to minimize the average expected total costs, including
state-related cost, drift-related cost and impulse control cost.

As mentioned in [7], this type of joint control has several practical scenarios. For example,
consider a retailer who maximizes his long-run average profit by dynamically adjusting the
production price and controlling the inventory level. Here, dynamic pricing decision can be
interpreted as a drift rate control, as it will impact the system state (here, inventory level) via
demand process in a smooth manner. Besides, ordering products from or returning products to
his supplier can be regarded as two-sided impulse control.

There are few papers studying joint drift rate control and impulse control, and most of them
focus on one-sided impulse control in the context of joint pricing and inventory control; see
e.g. [8, 20, 34, 35]. They characterize the optimal policy parameters by assuming the drift rate
is constant in certain intervals [8, 35] or by assuming the existence of the optimal solution [34].
Besides, Sun and Zhu in [30] use joint drift rate control and impulse control with finite drift
rate choices to study the heavy-traffic approximation of a made-to-order system. There are also
several papers considering only drift rate control (see e.g. [26–28, 31]), only impulse control
(see e.g. [21]) or joint drift rate control and singular control (see e.g. [2, 14]), and we refer
interested readers to [7] for a brief survey.

The fundamental distinction between our model and that in [7] is that their system state is
nonnegative while ours can be negative. Although this difference seems insignificant, we shall
point out that it is not so because of the following three aspects.

First, from a modelling viewpoint, the system state is imposed to be nonnegative, which
makes sense, e.g. in the inventory system, when the unsatisfied demand is lost. However, when
the unsatisfied demand is allowed to be backlogged, the inventory level can be negative. The
negative-valued system state setting also arises in other systems. As alluded to earlier, in the
many-server queueing model, a piecewise OU process is evolved, indicating that the system
state can take negative value. To capture this feature, in this paper we relax the nonnegative
state constraint in [7] and consider the drift rate control and two-sided impulse control together
in the setting that the system state has range R.

Second, we use different analysis in solving the free boundary problem described by
Equations (6)–(10), which is a crucial step of applying the conventional guess-and-verify
method for the BCPs. The importance of this step can also be found in [13, 30]. Cao and Yao [7]

https://doi.org/10.1017/apr.2024.30 Published online by Cambridge University Press

https://doi.org/10.1017/apr.2024.30


Drift rate and two-sided impulse control 273

tackle this problem by starting from an associated ordinary differential equation (ODE) with
an initial boundary condition at zero (a.k.a. the initial value problem), as state 0 is a natural
choice, given that the state space is R+. However, in the setting studied in this paper, the analy-
sis procedure carried in [7] fails to work, as there is no apparent starting point when analyzing
the associated ODE. To address this issue, in this paper we devise a new procedure by ana-
lyzing the ODE with a zero-value condition. Due to the new form of the underlying problem,
we need to go through the entire procedure as that in Section 3 of [7], with an analysis that is
different, albeit somewhat similar.

Finally, our optimal policy has different properties. In this paper, we prove that an
{(s∗, q∗,Q∗, S∗), {μ∗(x) : x ∈ [s∗, S∗]}} policy is optimal, where the optimal impulse control
part takes a control band structure characterized by four parameters (s∗, q∗,Q∗, S∗) and where
μ∗(x) specifies the optimal drift rate under state x. In particular, the state in our model evok-
ing an upward adjustment under the optimal policy must be negative (i.e. s∗ < 0), whereas the
upward adjustment is made at state 0 in [7]. Furthermore, our optimal drift rate function μ∗(·)
is firstly increasing, then decreasing and again increasing in [s∗, S∗], whereas theirs is firstly
increasing and then decreasing in a feasible region.

Our work is also closely related to the work of Jack and Zervos [20]. Although they also
consider a joint drift rate and two-sided impulse control problem with the state space being R,
our work differs from theirs, especially in the setting. In fact, they do not consider drift control
cost in their control objective and instead specify that the drift rate belongs to an interval deter-
mined by the system state. As in their setting the drift control cost rate to be zero, the optimal
drift rate always takes one of its boundary values, which significantly simplifies the associated
ODE for the value function. Therefore, an explicit solution to the ODE can be obtained (see
(3.14)–(3.17) therein), which makes the analysis of determining the optimal impulse control
parameters relatively easy. For comparison, no explicit solution to the ODE for our model is
available due to the general form of function π(w), as defined in (5) below, which introduces
a significant challenge to our analysis.

It is worth mentioning that this paper also presents efficient algorithms (provided in
Appendix B) to find the optimal policy parameters and the optimal long-run average cost.
With these algorithms in aid, we are able to investigate how the cost parameters impact the
optimal policy parameters and quantify the value of drift rate control (see Section 5).

1.1. Organization

The remainder of this paper is organized as follows: The model formulation, the proposed
control strategy, as well as the main result of this paper, Theorem 1, which characterizes the
best policy parameters, are presented in Section 2. Section 3 contains the proof of Theorem 1,
providing a general road map for analyzing similar problems. Section 4 establishes that the
proposed policy is indeed optimal among all admissible policies. Section 5 conducts some
numerical studies, and Section 6 concludes by providing several directions for future research.

2. Model

Let (�,F , F, P) with F= {Ft : t ≥ 0} be a filtered probability space, which supports a
standard one-dimensional Brownian motion B = {Bt : t ≥ 0} , with B0 = 0, adapted to the
filtration F. Consider a Brownian system whose state evolves according to

Wt = x0 +
∫ t

0
μsds + σBt, t ≥ 0, (1)
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where x0 ∈R is the initial system state, μs is the drift rate at time s and σ 2 > 0 is the variance
parameter.

At any time, the system manager can change the drift rate, as well as relocate the inventory
level by any amount desired. Let μ= {μt : t ≥ 0} denote the drift rate control process, and
let Y = (Y1, Y2) be a pair of two-sided impulse controls, with Yi =

{(
τ i

n, ξ
i
n

)
: n ≥ 1

}
, i = 1, 2,

such that τ 1
n (resp. τ 2

n ) represents the nth time to increase (resp. decrease) the system state
and ξ1

n ≥ 0 (resp. ξ2
n ≥ 0) denotes the corresponding increment (resp. decrement). These two

controls together form a joint drift rate and impulse control policy φ = (μ, Y). Such a policy φ
is called admissible if: (i) for any t ≥ 0, μt is Ft-measurable and μt lies in a compact set U ⊂R

with the smallest element μ and the largest element μ̄; and (ii) for any i = 1, 2 and n ≥ 1, τ i
n is

a stopping time and ξ i
n is Fτ i

n−-measurable. We mention that U might be a discrete point set or
a closed interval, and both μ and μ̄ are finite. Let � denote the set of all admissible policies.
Under an admissible policy φ, the controlled state process X is given by

Xt = x0 +
∫ t

0
μsds + σBt +

N1
t∑

n=1

ξ1
n −

N2
t∑

n=1

ξ2
n , t ≥ 0, (2)

where Ni
t = sup{n ∈N | τ i

n ≤ t} denotes the number of adjustments of Yi up to time t for i = 1, 2.
There are three types of costs to be considered in the model. The first one is the state-related

cost, which depends on the current system state and is continuously charged over time. Let the
state-related cost rate be h(x) when the state is x. We take the following assumption about the
cost function h, which holds throughout the paper.

Assumption 1.

(i) The function h(x) is continuous in x on R, is strictly decreasing in x on R− and is strictly
increasing in x on R+ with a unique minimizer 0 such that h(0) = 0.

(ii) lim|x|→∞h(x) = ∞.

The second type of costs is the drift rate control cost, which is also continuously incurred
and depends on the current drift rate. Let this cost rate be c(μ) when the drift rate is μ. In this
paper, c(μ) is assumed to be continuous in μ. (In fact, as in Assumption 1(b) of [7], we require
only that c(μ) is lower semicontinuous in μ.)

The last type of costs that we are considering is the impulse control cost, which incurs when
the system state is relocated, either upwardly or downwardly. We distinguish the relocated
direction by assuming that a cost K + kξ is incurred when the system state is increased by
an amount ξ ≥ 0 and that a cost L + 	ξ is incurred when the system state is decreased by an
amount ξ ≥ 0, where K, k, L, and 	 are all positive numbers.

Therefore, under an admissible policy φ, the system’s long-run average cost is given by

AC(x0, φ)= limsup
t→∞

1

t
Ex0,φ

⎡
⎣∫ t

0
(h(Xs)+ c(μs)) ds +

N1
t∑

n=1

(
K + kξ1

n

)
+

N2
t∑

n=1

(
L + 	ξ2

n

)⎤
⎦ ,

(3)

where X0− = x0 ∈R is the initial system state and we write Ex0,φ to demonstrate that the expec-
tation is taken with respect to the initial system state x0 and under control policy φ. Here, we
write X0− to indicate that there might be a state relocation at time point 0.
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The system manager’s objective is to find an admissible policy φ∗ such that for
any x0 ∈R,

AC
(
x0, φ

∗) = inf
φ∈� AC(x0, φ) . (4)

2.1. Two-sided Control Band Policies

Motivated by [7, 25], we consider one particular family of control policies, named two-sided
control band policies, which is prescribed by a quadruple (s, q,Q, S) and a U -valued function
μ(·) defined on [s, S]. In this paper, we often use {(s, q,Q, S) ,{μ(x) : x ∈ [s, S]}} to represent
such a policy. In this policy, (s, q,Q, S), with s< q<Q< S, is the two-sided impulse control
part, and {μ(x) : x ∈ [s, S]} is the drift rate control part. Below, we give a precise description of
this policy.

The two-sided impulse control part (s, q,Q, S) prescribes that the system state should be
increased up to q instantaneously once it drops to s and should be decreased down to Q instan-
taneously once it rises to S. Since the initial system state x0 may be lower than s, an upward
relocation with amount q − x0 may take place at time 0. Hence, Y1 can be specified as

τ 1
n =

{
inf{t ≥ 0 : Xt− ≤ s} if n = 1,

inf{t> τ 1
n−1 : Xt− = s} if n ≥ 2,

and ξ1
n =

{
q − min{s, X(τ 1

1 )−} if n = 1,

q − s if n ≥ 2.

Similarly, since x0 may be higher than S, a downward relocation with amount x0 − Q may
happen at time 0. Therefore, Y2 can be specified as

τ 2
n =

{
inf{t ≥ 0 : Xt− ≥ S} if n = 1,

inf{t> τ 2
n−1 : Xt− = S} if n ≥ 2,

and ξ2
n =

{
max{S, X(τ 2

1 )−} − Q if n = 1,

S − Q if n ≥ 2.

The impulse control policy (s, q,Q, S) is called a control band policy in the literature [17,
25]. Note that under control band policy (s, q,Q, S), the controlled system state Xt is limited
to [s, S] for all t ≥ 0. Consequently, we need to specify only the drift rate control policy when
the system state lies in [s, S]. In fact, the drift rate control part {μ(x) : x ∈ [s, S]} prescribes that
the drift rate be set to μ(x) if the system state is x, with x ∈ [s, S].

2.2. Finding the Best Policy Parameters

In this section, we will determine the best policy parameters in the family of policies
described in Section 2.1. To begin, we define two functions as follows:

π(w)= min
μ∈U

{μw + c(μ)} and μ̂(w)= argmin
μ∈U

{μw + c(μ)} for w ∈ R, (5)

where we choose μ̂(w) to be the smallest if there are multiple minimizers.
In Section 3, we show the following result, which also specifies the conditions that the

optimal policy parameters should satisfy.

Theorem 1.

(i) There exist five unique parameters s∗, q∗, Q∗, S∗ and γ ∗, with s∗ < q∗ <Q∗ < S∗
and γ ∗ ∈R+, and a continuously differentiable function w�(·) : R→R such that the
following equations hold:

1

2
σ 2(w∗)′(x) + π

(
w∗(x)

) + h(x) = γ ∗for x ∈ [
s∗, S∗] , (6)
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∫ q∗

s∗

(
w∗(x) + k

)
dx = −K, (7)

∫ S∗

Q∗

(
w∗(x) − 	

)
dx = L, (8)

w∗(s∗) = w∗(q∗) = −k, (9)

w∗(Q∗) = w∗(S∗) = 	. (10)

Moreover, s∗ < 0< S∗.

(ii) Define μ∗(x) = μ̂(w∗(x)). Then φ∗ = {(s∗, q∗,Q∗, S∗) ,{μ∗(x) : x ∈ [s∗, S∗]}} is an
admissible policy. Furthermore, there exist two numbers x∗

1 and x∗
2 with x∗

1 ∈ (Q∗, S∗)
and x∗

2 ∈ (s∗, q∗) such that μ∗(x) is increasing in x on
[
s∗, x∗

2

]
, decreasing on

[
x∗

2, x∗
1

]
and increasing on

[
x∗

1, S∗].

With a similar definition in [10], we call Equations (7)–(10) free boundary conditions since
the boundary points s∗, q∗, Q∗, and S∗ need to be determined, and call problem (6) with condi-
tions in Equations (7)–(10) a free boundary problem. Please refer to Appendix A for a heuristic
derivation of these conditions. In fact, the policy φ∗ as defined in Theorem 1, is optimal in the
sense that it minimizes the system’s long run average cost. This will be shown in Theorem 2
below.

3. Proof of Theorem 1

This section is devoted to the proof of Theorem 1, which contains two parts. First, in
Section 3.1, we solve the ODE (O) below for any given γ ∈R with condition w(ϑ) = 0,
and provide several structural properties of its solution with respect to x, ϑ , and γ . Next,
in Section 3.2, we determine (ϑ∗, γ ∗, s∗, q∗,Q∗, S∗) by the six boundary conditions (7)–(10).

Before proving Theorem 1, recalling the definitions of π(w) and μ̂(w) in Equation (5), we
first give the following lemma, whose proof is omitted as it is exactly Lemma 4 in [7].

Lemma 1. The function π(w) is concave and Lipschitz continuous in w. In particular, for any
w1 and w2, we have

|π(w1)− π(w2)|≤ M| w1 − w2| , (11)

where M := max
{|μ|, |μ̂|}. Furthermore, μ̂(w) is decreasing in w.

3.1. Solving the ODE

In this subsection, we will consider the ODE (O) below with condition w(ϑ) = 0 for any
ϑ ∈R and γ ∈R and characterize the structural and asymptotical properties of its solution.

Consider the following problem:

1

2
σ 2w′(x) + π (w(x)) + h(x) = γ for x ∈R, (O)

subject to w(ϑ) = 0.

To highlight the dependence on ϑ and γ , we denote the solution of the above problem by
w(·; ϑ, γ ), if it exists.
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Before presenting properties of the solution to problem (O), it is worth mentioning the dif-
ference between problem (O) and the initial value problem (IVP), which has been extensively
studied in the approximating diffusion control problem for queueing systems; see e.g. [2, 5].
In the IVP, the condition takes the form w(0) = w0 for some w0 ∈R, which makes sense, as the
corresponding state space is R+ due to the nonnegativity of the queue length. In our problem
(O), however, to facilitate the analysis of the solution function, as in [20], we use a different
form of the condition, which is w(ϑ) = 0.

It is also worth pointing out that there are a few works that study joint drift rate and singular
control for Brownian motion with state space R; see e.g. [3, 23]. The associated analysis is
conducted by considering two IVPs on R− and R+ separately, as the drift rates in their settings
take different forms between R− and R+. Then the continuity of the value function at the
origin will be used to pin down γ . This analysis procedure seems unapplicable to our setting,
as the signs of s∗ and q∗ can be either negative or positive. Besides, thanks to Lemma 1, the
solution to (O) will not explode in finite time, which is also different from [23].

We first have the following lemma, which states the existence, uniqueness and continuity of
the solution to (O). Throughout this paper, we will use w′(x; ϑ, γ ) to denote ∂w(x; ϑ, γ )/∂x.

Lemma 2.

(i) For any ϑ ∈R and γ ∈R, problem (O) has a unique continuously differentiable solution,
which is denoted as w(·; ϑ, γ ).

(ii) For any x ∈R, w(x; ϑ, γ ) is continuous in (ϑ, γ ), and w′(x; ϑ, γ ) is continuous in
(x, ϑ, γ ).

Proof. (a) Since π(·) is Lipschitz continuous (see Lemma 2) and h(·) is continuous (see
Assumption 1), using a similar argument as that in the proof of Proposition 3(i) in [5], we can
employ Picard’s existence theorem (see e.g. Theorem 10 of Section 1.7 in [1]) to show that
there exists a unique continuous solution w(·; ϑ, γ ) to (O) on R.

(b) It follows from Theorem II-1-2 in [19], part (2) of this lemma as well as the continuity
of h(·) that w(x; ϑ, γ ) is continuous in ϑ and γ . Further, (O) and the continuity of h(·), π(·)
and w(·) immediately imply the continuity of w′(x; ϑ, γ ) in x, ϑ , and γ .

It follows from (11) (by letting w1 = w(x; ϑ, γ ) and w2 = 0) and (O) that

1

2
σ 2w′(x; ϑ, γ ) + M|w(x; ϑ, γ )| + π (0) + h(x) ≥ γ and (12)

1

2
σ 2w′(x; ϑ, γ ) − M|w(x; ϑ, γ )| + π (0) + h(x) ≤ γ . (13)

These two inequalities will be used in the subsequent analysis.
The following lemma characterizes the monotonicity and asymptotical behaviors of

w(x; ϑ, γ ), with respect to γ for any given ϑ .

Lemma 3.

(i) If x>ϑ , then w(x; ϑ, γ ) is strictly increasing in γ with limγ→±∞w(x; ϑ, γ ) = ±∞; and

(ii) If x<ϑ , then w(x; ϑ, γ ) is strictly decreasing in γ with limγ→±∞w(x; ϑ, γ ) = ∓∞.

Proof. (a) For any x>ϑ , we show that w(x; ϑ, γ1) <w(x; ϑ, γ2) if γ1 < γ2. Suppose, to the
contradictory, that w(x; ϑ, γ1)≥ w(x; ϑ, γ2) for some x>ϑ . Define
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fγ (x) := w(x; ϑ, γ2)− w(x; ϑ, γ1) and xγ := inf{x>ϑ |fγ (x) ≤ 0}.
It follows from (O) that

1

2
σ 2fγ ′(x) + π(w(x; ϑ, γ2))− π(w(x; ϑ, γ1))= γ2 − γ1. (14)

Taking x = ϑ in (14), we obtain that f ′
γ (ϑ) = 2(γ2 − γ1) /σ

2 > 0. Moreover, fγ (ϑ) = 0.
Hence, we must have xγ > ϑ . Then, by the continuity of w(·; ϑ, γi), we obtain that fγ

(
xγ

) =
0 = fγ (ϑ) and fγ (x)> 0 for all x ∈ (

ϑ, xγ
)
. By the continuity of fγ (·), there exists a number

x1 ∈ (
ϑ, xγ

)
such that

fγ (x1) > fγ
(
xγ

) = 0 and Mfγ (x)< γ2 − γ1 for all x ∈ [
x1, xγ

]
. (15)

Besides, integrating (14) with respect to x from x1 to xγ , we have

(γ2 − γ1) ·
(
xγ − x1

)
= 1

2
σ 2(fγ

(
xγ

) − fγ (x1)
) +

∫ xγ

x1

[
π(w(y; ϑ, γ2))− π(w(y; ϑ, γ1))

]
dy

<

∫ xγ

x1

[
π(w(y; ϑ, γ2))− π(w(y; ϑ, γ1))

]
dy

≤
∫ xγ

x1

Mfγ (y) dy

≤(γ2 − γ1) ·
(
xγ − x1

)
,

where the first and the last inequalities follow from Equation (15), and the second inequality
follows from Equation (11). This reaches a contradiction.

Next, we prove that limγ→∞w(x; ϑ, γ ) = ∞ for any fixed x with x>ϑ . Choose γ3 =
π (0) + maxy∈[ϑ,x]h(y). We claim that

w(y; ϑ, γ )≥ 0 for all y ∈ [ϑ, x] and γ ≥ γ3. (16)

In fact, if Equation (16) fails to hold, by the continuity of w(·; ϑ, γ ) and the fact
that w(ϑ ; ϑ, γ )= 0, there must exist a number y1 ∈ [ϑ, x) such that w(y1; ϑ, γ )= 0 and
w′(y1; ϑ, γ ) < 0 for some γ ≥ γ3. Evaluating (O) at y1 gives

w′(y1; ϑ, γ )= 2(γ − π (0) − h(y1)) /σ
2 ≥ 0.

This contradiction demonstrates the correctness of Equation (16). As a result, Equation (12)
implies that for all y ∈ [ϑ, x] and γ ≥ γ3,

1

2
σ 2w′(y; ϑ, γ )+ Mw(y; ϑ, γ )≥ γ − π (0) − h(y) ,

which in turn gives

w(x; ϑ, γ ) ≥ 2

σ 2

∫ x

ϑ

[γ − π (0) − h(y)]e−ξ(x −y)dy
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for all γ ≥ γ3, where ξ := 2M/σ 2. Letting γ → ∞ in this inequality yields
limγ→∞w(x; ϑ, γ ) = ∞.

Similar to the above argument, except that now Equation (13) is used instead of Equation
(12), one can show that limγ→−∞w(x; ϑ, γ ) = −∞. The detailed proof is omitted for brevity.
(b) The case of x<ϑ can be treated similarly, and thus its proof is also omitted.

Remark 1. We point out that in the proof, we did not directly differentiate both sides of (O)
with respect to γ to obtain the result that ∂w(x; ϑ, γ )/∂γ > 0 for any x>ϑ . This is because
π(w) may not be differentiable in w on its entire domain. Hence, we employ a contradictory
argument in the proof.

The following proposition characterizes the monotonic properties of w(x; ϑ, γ ) with respect
to x. Defining

γ̄1(ϑ) := supp{γ > π (0) + h(ϑ)|, there exists an x>ϑ such that w′(x; ϑ, γ ) < 0 },

which is well defined, although it might be ∞. (If w′(x; ϑ, γ ) ≥ 0 for all x>ϑ and γ > π (0) +
h(ϑ), we let γ̄1(ϑ) = π (0) + h(ϑ).) Similarly, defining

γ̄2(ϑ) := supp{γ > π (0) + h(ϑ)|, there exists an x<ϑ such that w′(x; ϑ, γ ) < 0},

which is also well defined by allowing it to take value ∞. (If w′(x; ϑ, γ ) ≥ 0 for all x<ϑ and
γ > π (0) + h(ϑ), we let γ̄2(ϑ) = π (0) + h(ϑ).)

Proposition 1. Fix ϑ and γ such that γ > π (0) + h(ϑ). There exist two numbers x∗
1(ϑ, γ )

(maybe ∞) and x∗
2(ϑ, γ ) (maybe −∞) with x∗

1(ϑ, γ )>ϑ > x∗
2(ϑ, γ ) such that the following

properties hold:

(i) w(x; ϑ, γ ) is decreasing in x on
(−∞, x∗

2(ϑ, γ )
)
, increasing in x on

(
x∗

2(ϑ, γ ), x∗
1(ϑ, γ )

)
and decreasing in x on

(
x∗

1(ϑ, γ ),∞)
.

(ii) limx→∞w(x; ϑ, γ ) = −∞ if x∗
1(ϑ, γ )<∞, and limx→∞w(x; ϑ, γ ) = ∞ if x∗

1(ϑ, γ ) =
∞.

(iii) limx→−∞w(x; ϑ, γ ) = ∞ if x∗
2(ϑ, γ )>−∞, and limx→−∞w(x; ϑ, γ ) = −∞ if

x∗
2(ϑ, γ ) = −∞.

(iv) x∗
1(ϑ, γ )> 0> x∗

2(ϑ, γ ).

Proof. (a) Evaluating (O) at ϑ , we have

w′(ϑ ; ϑ, γ )= 2

σ 2
· (γ − π (0) − h(ϑ)) > 0. (17)

First, we prove the structural properties for x>ϑ . We claim the following properties:

(i) w(x; ϑ, γ ) cannot have a local minimizer in x on (ϑ,∞); and

(ii) w(x; ϑ, γ ) cannot be a constant in any interval [x1, x2] with ϑ ≤ x1 < x2.

Suppose, to the contradictory, that property (3.1) fails to hold. Then, according to Equation
(17), there exist two numbers x1 and x2 with ϑ < x1 < x2 such that x1 is a local maximizer of
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FIGURE 1. A Graphical Illustration of Function w(·; ϑ, γ ) for the Contradictory Argument in the Proof
of Proposition 1

w(·; ϑ, γ ) and x2 is a local minimizer of w(·; ϑ, γ ). Consequently, there exist four numbers xi,
i = 3, 4, 5 and 6 with x3 < x1 < x4 < x5 < x2 < x6 such that (see Figure 1 for an illustration)

w(x3; ϑ, γ )= w(x4; ϑ, γ ),w′(x3; ϑ, γ )≥ 0 ≥ w′(x4; ϑ, γ ); and (18)

w(x5; ϑ, γ )= w(x6; ϑ, γ ),w′(x5; ϑ, γ )≤ 0 ≤ w′(x6; ϑ, γ ).

Evaluating (O) at x3 and x4 yields

σ 2

2
w′(x3; ϑ, γ )+ π(w(x3; ϑ, γ ))+ h(x3)= σ 2

2
w′(x4; ϑ, γ ) + π(w(x4; ϑ, γ ))+ h(x4) ,

which, combining with Equation (18), gives h(x3)≤ h(x4). Similarly, evaluating (O) at x5 and
x6 gives h(x5)≥ h(x6). This makes a contradiction with the quasi-convexity of h(·), as stated
in Assumption 1(a).

The proof for property (3.1) is much simpler. In fact, if it fails to hold, then there exist two
numbers x1, and x2, with ϑ ≤ x1 < x2, such that for any x ∈ (x1, x2), we have w′(x; ϑ, γ ) = 0
and w(x; ϑ, γ ) = w† for some w†. Hence, (O) gives that π

(
w†

) + h(x) = γ for any x ∈ (x1, x2),
which contradicts Assumption 1(a).

If γ ≥ γ̄1(ϑ), then by the definition of γ̄1(ϑ) and the continuity of w′(x; ϑ, γ ) in γ , we have
w′(x; ϑ, γ ) ≥ 0 for all x ≥ ϑ . Then property (3.1) implies that w(x; ϑ, γ ) is strictly increasing
in x on (ϑ,∞), in which case x∗

1(ϑ, γ ) = ∞.
Now consider the case that γ < γ̄1(ϑ). Define

x∗
1(ϑ, γ ) := inf{x ≥ ϑ |w′(x; ϑ, γ )< 0}.

Since w′(ϑ ; ϑ, γ ) > 0 and w′(x; ϑ, γ ) is continuous in x, we have x∗
1(ϑ, γ )>ϑ ,

w′(x; ϑ, γ )> 0 for x ∈ [
ϑ, x∗

1(ϑ, γ )
)

and w′(x∗(ϑ, γ ); ϑ, γ )= 0. Furthermore, properties
(1)–(2) imply that w(x; ϑ, γ ) is strictly increasing in x on

(
ϑ, x∗

1(ϑ, γ )
)

and strictly decreasing
in x on (x∗

1(ϑ, γ ),∞).

https://doi.org/10.1017/apr.2024.30 Published online by Cambridge University Press

https://doi.org/10.1017/apr.2024.30


Drift rate and two-sided impulse control 281

Next, we prove the structural properties for x<ϑ . We claim the following properties:

(iii) w(x; ϑ, γ ) cannot have a local maximizer in x on (−∞, ϑ); and

(iv) w(x; ϑ, γ ) cannot be a constant in any interval [x1, x2] with −∞< x1 < x2 ≤ ϑ .

Since the proof is much similar to that for properties (3.1)–(3.2), we omit it for brevity.
If γ ≥ γ̄2(ϑ) by the definition of γ̄2(ϑ),we have w′(x; ϑ, γ ) ≥ 0 for all x<ϑ . Then Property

(2) implies that w(x; ϑ, γ ) is strictly increasing in x on (−∞, ϑ). In this case, x∗
2(ϑ, γ ) = −∞.

Now consider the case that γ < γ̄2(ϑ). Define

x∗
2(ϑ, γ ) := supp{x〈ϑ | w′(x; ϑ, γ )< 0}.

Since w′(ϑ ; ϑ, γ ) > 0 and w′(x; ϑ, γ ) is continuous in x, we have x∗
2(ϑ, γ )<ϑ ,

w′(x; ϑ, γ )> 0 for x ∈ (
x∗

2(ϑ, γ ), ϑ
)

and w′(x∗
2(ϑ, γ ); ϑ, γ

) = 0. Furthermore, properties (3.1)–
(3.2) imply that w(x; ϑ, γ ) is strictly increasing in x on

(
x∗

2(ϑ, γ ), ϑ
)

and strictly decreasing in
x on (−∞, x∗

2(ϑ, γ )).
Combining the structural properties for x>ϑ and for x<ϑ , we obtain the result stated

in (a).
(b) We claim that limx→∞ w(x; ϑ, γ ) = −∞ if x�1(ϑ, γ )<∞. Otherwise, there exists a finite

number w such that limx→∞ w(x; ϑ, γ ) = w and thus limx→∞ w′(x; ϑ, γ ) = 0. Taking x → ∞
in (O) yields limx→∞h(x) = γ − π

(
w

)
, which contradicts Assumption 1(b).

The other assertion can be shown in a similar vein, whose proof is thus omitted.

(c) This can be shown following the same argument as that for (b).

(d) We show that x∗
1(ϑ, γ )> 0, as the result x∗

2(ϑ, γ )< 0 follows a quite similar argument.

If x∗
1(ϑ, γ ) = ∞, the result holds trivially. Otherwise, for any ε > 0, there exist two numbers

x7 and x8 with x∗
1(ϑ, γ ) − ε < x7 < x∗

1(ϑ, γ )< x8 < x∗
1(ϑ, γ ) + ε such that

w(x7; ϑ, γ )= w(x8; ϑ, γ ) and w′(x7; ϑ, γ )≥ 0 ≥ w′(x8; ϑ, γ ) (19)

by part (a) of this lemma. Evaluating (O) at x7 and x8 yields

σ 2

2
w′(x7; ϑ, γ )+ π(w(x7; ϑ, γ ))+ h(x7)= σ 2

2
w′(x8; ϑ, γ )+ π(w(x8; ϑ, γ ))+ h(x8) ,

which, combined with (19), gives h(x7)≤ h(x8). By the arbitrariness of ε, we obtain that h is
increasing at x∗

1(ϑ, γ ), which implies x∗
1(ϑ, γ )> 0 by Assumption 1(a).

Figure 2 plots a typical function w(·; ϑ, γ ), demonstrating four possible structures that are
consistent with the results stated in Proposition 1. In particular, panel (a) corresponds to the
first case, in which both x∗

1(ϑ, γ ) and x∗
2(ϑ, γ ) are finite and function w(·; ϑ, γ ) has three

different roots. Moreover, ϑ is the unique root such that w(·; ϑ, γ ) is increasing at it. Panel
(b) corresponds to the second case, in which x∗

1(ϑ, γ ) = ∞ and one can show that w(·; ϑ, γ )
is strictly increasing on [ϑ,∞). Similarly, panel (c) corresponds to the third case, in which
x∗

2(ϑ, γ ) = −∞ and one can show that w(·; ϑ, γ ) is strictly increasing on (−∞, ϑ]. Panel
(d) demonstrates the last case, in which both x∗

1(ϑ, γ ) and x∗
2(ϑ, γ ) are infinite, so function

w(·; ϑ, γ ) is strictly increasing on the entire R. As we will see, Conditions (7)–(10) cannot be
satisfied in the latter three cases, and thus it suffices to focus on the first case.

A monotonic property of w(x; ϑ, γ ) with respect to ϑ also holds, which is described below.
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(a) (b)

(c) (d)

FIGURE 2. A Graphical Illustration of Four Structures for Function w(·; ϑ, γ )

Lemma 4. For any γ > π (0), define �(γ ) := {ϑ |γ > π (0) + h(ϑ)}, which is an open and
convex set by Assumption 1(a).

(i) For any ϑ1 �= ϑ2 in �(γ ), functions w(·; ϑ1, γ ) and w(·; ϑ2, γ ) have no intersection.

(ii) For any x, w(x; ϑ, γ ) is strictly decreasing in ϑ on �(γ ).

Proof. (a) Suppose, to the contradictory, that there exists a point x0 such that w(x0; ϑ1, γ )=
w(x0; ϑ2, γ ) := w0. Then both functions w(·; ϑ1, γ ) and w(·; ϑ2, γ ) are solutions to the
problem

1

2
σ 2w′(x) + π(w(x))+ h(x) = γ for x ∈R,

subject to w(x0)= w0.

Similar to the proof of Lemma 2(a), we can show that the above problem has a unique
solution, which implies that w(·; ϑ1, γ )= w(·; ϑ2, γ ). Observe from Proposition 1(a) that for
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any γ > π (0) + h(ϑ), there exist at most three roots of w(·; ϑ, γ ), where ϑ is the only root at
which w(·; ϑ, γ ) has a positive derivative. However, both ϑ1 and ϑ2 are roots of w(·; ϑ1, γ )=
w(·; ϑ2, γ ), with the corresponding derivatives being positive. This contradiction concludes
the result stated in (a).

(b) This result can be better argued with the help of Figure 2. Consider any ϑ1, ϑ2 ∈�(γ )
such that ϑ1 <ϑ2. We will consider only the case of ϑ1 such that panel (a) takes place for illus-
tration, as the other three cases can be discussed similarly (with the corresponding arguments
simpler). Define xr := inf{x>ϑ1|w(x; ϑ1, γ )≤ 0}. That is, xr is the largest root of func-
tion w(·; ϑ1, γ ). If ϑ2 ∈ (ϑ1, xr), it is clear that function w(·; ϑ2, γ ) should be strictly below
function w(·; ϑ1, γ ); otherwise, there will be an intersection between these functions, contra-
dicting (a). (This argument also rules out the case that ϑ2 = xr.)

It remains to show that it is impossible for ϑ2 > xr. In fact, evaluating (O) at xr, we obtain
that

1

2
σ 2w′(xr; ϑ1, γ )+ π (0) + h(xr)= γ,

which, combining with w′(xr; ϑ1, γ ) < 0, gives h(xr) > r − h(0), and thus xr /∈�(γ ). The
result, ϑ2 > xr, will reach a contradiction with ϑ2 ∈�(γ ) and the convexity of the set �(γ ).

At the end of this subsection, we present some other properties of w(x; ϑ, γ ), which will be
used in the consequent analysis.

Lemma 5. Fix ϑ and γ such that γ > π (0) + h(ϑ).

(i) Let η1(ϑ, γ ) := inf {x>ϑ |h(x) ≥ γ − π (0)}. Then we have that w(x; ϑ, γ )> 0 for any
x ∈ (ϑ, η1(ϑ, γ )

]
.

(ii) Let η2(ϑ, γ ) := sup{x〈ϑ | h(x) ≥ γ − π (0)}. Then we have that w(x; ϑ, γ )< 0 for any
x ∈ [

η2(ϑ, γ ), ϑ).

Proof. We show only the first assertion, as the second assertion can be proved in a
similar way. Suppose, to the contradictory, that there exists a number x0 ∈ (ϑ, η1(ϑ, γ )

]
such that w(x0; ϑ, γ )≤ 0. Then a number x1 ∈ (ϑ, x0] exists such that w(x1; ϑ, γ )= 0 and
w′(x1; ϑ, γ ) < 0. Hence, it follows from (O) at x1 that

γ = 1

2
σ 2w′(x1; ϑ, γ )+ π(w(x1; ϑ, γ ))+ h(x1) < π (0) + h(x1) ,

reaching a contradiction with the definition of η1(ϑ, γ ).

3.2. Determining the Optimal Parameters

In the previous subsection, we obtained structural and asymptotical properties of solution
w(x; ϑ, γ ) to problem (O). In this subsection, we use those properties to find the optimal pol-
icy parameters (s∗, q∗,Q∗, S∗) and the auxiliary parameters (ϑ∗, γ ∗) such that the boundary
conditions (7)–(10) are all satisfied.

Specifically, in Proposition 2, we show that for some ϑ , there exist unique γ ∗
1 (ϑ), Q(ϑ) and

S(ϑ), with γ ∗
1 (ϑ) ∈ (π (0) + h(ϑ), γ̄1(ϑ)) and ϑ <Q(ϑ)< x∗

1

(
ϑ, γ ∗

1 (ϑ)
)
< S(ϑ), such that

w
(
Q(ϑ); ϑ, γ ∗

1 (ϑ)
) = w

(
S(ϑ); ϑ, γ ∗

1 (ϑ)
) = 	 and (20)
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FIGURE 3. An Illustration of Optimal Parameters and the Corresponding Function

∫ S(ϑ)

Q(ϑ)

[
w

(
x; ϑ, γ ∗

1 (ϑ)
) − 	

]
dx = L. (21)

Similarly, in Proposition 3, we prove that for some ϑ , there exist unique γ ∗
2 (ϑ), s(ϑ) and

q(ϑ), with γ ∗
2 (ϑ) ∈ (π (0) + h(ϑ), γ̄2(ϑ)) and s(ϑ)< x∗

2

(
ϑ, γ ∗

2 (ϑ)
)
< q(ϑ)<ϑ, such that

w
(
s(ϑ); ϑ, γ ∗

2 (ϑ)
) = w

(
q(ϑ); ϑ, γ ∗

2 (ϑ)
) = −k and

∫ q(ϑ)

s(ϑ)

[
w

(
x; ϑ, γ ∗

2 (ϑ)
) + k

]
dx = −K.

(22)

Finally, in Proposition 4, we show that we can choose a number ϑ∗ such that

γ ∗
1 (ϑ∗) = γ ∗

2 (ϑ∗). (23)

Let γ ∗ = γ ∗
1 (ϑ∗), s∗ = s(ϑ∗), q∗ = q(ϑ∗), Q∗ = Q(ϑ∗), S∗ = S(ϑ∗), x∗

1 = x∗
1(ϑ

∗, γ ∗),
x∗

2 = x∗
2(ϑ

∗, γ ∗) and w∗(·)= w(·; ϑ∗, γ ∗). Figure 3 depicts the function w∗(·) and these
parameters.

Theorem 1 follows immediately by combining Propositions 2–4, whose proof is deferred to
the end of this subsection.

Now we proceed to prove Equations (20)–(23) by the following results. Before stating
Proposition 2, we introduce an auxiliary function:

w1(ϑ) := lim
γ↓π (0)+h(ϑ)

w
(
x∗

1(ϑ, γ ); ϑ, γ
)
,

which has the following properties:
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Lemma 6.

(i) w1(ϑ) = 0 for any ϑ > 0; and

(ii) Define
�

ϑ := inf {ϑ |w1(ϑ)<∞}, which is well defined (maybe −∞). Then w1(ϑ) is finite

and strictly decreasing in ϑ on (
�

ϑ, 0], with lim
ϑ↓�ϑw1(ϑ) = ∞.

(iii) γ 1(ϑ)>π (0) + h(ϑ) if and only if ϑ >
�

ϑ .

Proof. (a) First, we claim that for any ϑ > 0, ϑ is a local maximizer of function
w(·; ϑ, π (0) + h(ϑ)). Otherwise, there exists a x0 >ϑ such that w(x; ϑ, π (0) + h(ϑ)) > 0
for any x ∈ (ϑ, x0] , or there exists a x1 ∈ [0, ϑ) such that w(x; ϑ, π (0) + h(ϑ)) > 0 for any
x ∈ (x1, ϑ]. In the former case, according to (13), we have 1

2σ
2w′(x; ϑ, γ ) − Mw(x; ϑ, γ ) +

π (0) + h(x) ≤ π (0) + h(ϑ) for any x ∈ (ϑ, x0]. Using a similar argument as that in the proof of
Lemma 3(a), we have

w(x0; ϑ, π (0) + h(ϑ))≤ 2

σ 2

∫ x0

ϑ

[
h(ϑ) − h(y)

]
eξ(x0−y)dy< 0,

reaching a contradiction. In the latter case, similarly, we can obtain that
w(x1; ϑ, π (0) + h(ϑ)) < 0, another contradiction. Therefore, ϑ is a local maximizer of
function w(·; ϑ, π (0) + h(ϑ)).

If the claim in (a) fails to hold, then given the above result, there exist a ϑ0 > 0 and a x2 >ϑ0
such that w(x2; ϑ0, π (0) + h(ϑ0)) > 0. Consequently, there exists a number x3 ∈ [ϑ0, x2) such
that w(x3; ϑ0, π (0) + h(ϑ0))= 0 and w′(x3; ϑ0, π (0) + h(ϑ0)) > 0. However, it follows from
(O) at x3, with (ϑ, γ ) = (ϑ0, π (0) + h(ϑ0)), that

π (0) + h(ϑ0)= 1

2
σ 2w′(x3; ϑ0, π (0) + h(ϑ0))+ π(w(x3; ϑ0, π (0) + h(ϑ0)))+ h(x3)

> π (0) + h(x3),

which reaches a contradiction with Assumption 1(a).
(b) Consider any ϑ1 <ϑ2 ≤ 0 such that both w1(ϑ1) and w1(ϑ2) are finite. We claim

that w1(ϑ1) >w1(ϑ2). Suppose, to the contradictory, that w1(ϑ1)≤ w1(ϑ2). Note from
Lemma 5(a) that w(x; ϑ1, π (0) + h(ϑ1)) > 0 for any x ∈ (ϑ1, 0) as η1(ϑ1, π (0) + h(ϑ1))=
inf{x>ϑ1|h(x) ≥ h(ϑ1)}> 0. Hence, if we let ψ(x) := w(x; ϑ1, π (0) + h(ϑ1))− w(x; ϑ2,

π (0) + h(ϑ2)), then we have ψ(ϑ2)> 0. Besides, ψ
(
x∗

1(ϑ2, γ )
) ≤ w1(ϑ1)− w1(ϑ2) ≤ 0.

Therefore, there exists a number x4 ∈ (
ϑ2, x∗

1(ϑ2, γ )
]

such that ψ(x4)= 0 and ψ ′(x4)≤ 0.
That is, w(x4; ϑ1, π (0) + h(ϑ1))= w(x4; ϑ2, π (0) + h(ϑ2)) and w′(x4; ϑ1, π (0) + h(ϑ1))≤
w′(x4; ϑ2, π (0) + h(ϑ2)). As a result, we have

π (0) + h(ϑ1)= 1

2
σ 2w′(x4; ϑ1, π (0) + h(ϑ1))+ π(w(x4; ϑ1, π (0) + h(ϑ1)))+ h(x4)

≤ 1

2
σ 2w′(x4; ϑ2, π (0) + h(ϑ2))+ π(w(x4; ϑ2, π (0) + h(ϑ2)))+ h(x4)= π (0) + h(ϑ2),

which again reaches a contradiction with Assumption 1(a). The above argument demonstrates

that
�

ϑ is well defined; in addition, w1(ϑ) is finite and strictly decreasing in ϑ on (
�

ϑ, 0].
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It remains to show that lim
ϑ↓�ϑw1(ϑ) = ∞. If

�

ϑ �= −∞, it trivially holds by the defini-

tion of
�

ϑ . If not, we will show it using a minor modification of the argument for showing
that limγ→∞w(x; ϑ, γ ) = ∞ in the proof of Lemma 3(a). Again, by Lemma 5(a), we have
w(x; ϑ, π (0) + h(ϑ)) > 0 for any x ∈ (ϑ, 0), given that ϑ < 0. Therefore, a similar argument
will give us

w(0; ϑ, π (0) + h(ϑ))≥ 2

σ 2

∫ 0

ϑ

[
h(ϑ) − h(y)

]
eξydy.

Fix any ϑ3 < 0 and h0 > 0. By Assumption 1, there exists a ϑ4 <ϑ3 such that h(ϑ)> h0 +
h(ϑ3) for any ϑ ≤ ϑ4. Hence, for any ϑ ≤ ϑ4, the above displayed inequality gives

w(0; ϑ, π (0) + h(ϑ))≥ 2

σ 2

∫ 0

ϑ3

[
h(ϑ) − h(y)

]
eξydy>

2

σ 2

∫ 0

ϑ3

h0eξydy = 2h0
(
1 − eξϑ3

)
σ 2ξ

.

(24)

By the arbitrariness of h0, we have lim
ϑ↓�ϑw1(ϑ) = limϑ↓−∞w1(ϑ) = ∞.

(c) By the definition of γ̄1(ϑ) and Proposition 1, γ̄1(ϑ)>π (0) + h(ϑ) if and only if
both x∗

1(ϑ, γ ) and w
(
x∗

1(ϑ, γ ); ϑ, γ
)

are finite as γ ↓ π (0) + h(ϑ), which is equivalent to the
finiteness of w1(ϑ). Hence, the desired result follows from (b).

Proposition 2.

(i) For any ϑ >
�

ϑ , there exists a finite number γ1(ϑ) ∈ [
π (0) + h(ϑ), γ̄1(ϑ)) such that for

any γ ∈ [
γ1(ϑ), γ̄1(ϑ)), there are two unique and finite numbers Q(ϑ, γ ) and S(ϑ, γ ),

with ϑ <Q(ϑ, γ ) ≤ x∗
1(ϑ, γ ) ≤ S(ϑ, γ ), satisfying

w(Q(ϑ, γ ); ϑ, γ )= w(S(ϑ, γ ); ϑ, γ )= 	.

(ii) There exists a number ϑ ∈
(
�

ϑ, 0
)

such that for any ϑ ≥ ϑ , there is a unique finite

number γ ∗
1 (ϑ) ∈ [

γ1(ϑ), γ̄1(ϑ)) such that

f1
(
ϑ, γ ∗

1 (ϑ)
) = L, (25)

where

f1(ϑ, γ ) :=
∫ ∞

ϑ

max{w(x; ϑ, γ ) − 	, 0} dx

is strictly increasing in γ on (γ1(ϑ), γ̄1(ϑ)).

(iii) γ ∗
1 (ϑ) is continuous and strictly increasing in ϑ on

[
ϑ,∞)

, with γ ∗
1

(
ϑ

) = π (0) + h
(
ϑ

)
.

Proof. (a) For any ϑ >
�

ϑ , define

γ1(ϑ) := inf{γ ∈ (π (0) + h(ϑ), γ̄1(ϑ)) |w(
x∗

1(ϑ, γ ); ϑ, γ
) ≥ 	}.

(It is well defined by Lemma 6(c).) It follows from Proposition 1(a) that

w
(
x∗

1(ϑ, γ ); ϑ, γ
) = max

x≥ϑ w(x; ϑ, γ ), (26)
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which, together with Lemma 3, implies that w
(
x∗

1(ϑ, γ ); ϑ, γ
)

is strictly increas-
ing in γ on (π (0) + h(ϑ), γ̄1(ϑ)). Furthermore, Proposition 1(b) implies that
limγ↑γ̄1(ϑ)w

(
x∗

1(ϑ, γ ); ϑ, γ
) = ∞. Hence, γ1(ϑ) is well defined and finite.

Let ϑ1 := inf{ϑ |w1(ϑ) ≤ 	}. By Lemma 6(a), it is clear that ϑ1 < 0. If ϑ < ϑ1, then
we have γ1(ϑ) = π (0) + h(ϑ), with w

(
x∗

1(ϑ, γ1(ϑ)); ϑ, γ1(ϑ)
)
> l. If ϑ ≥ ϑ1, then we have

γ1(ϑ) ∈ [
π (0) + h(ϑ), γ̄1(ϑ)) and w

(
x∗

1(ϑ, γ1(ϑ)); ϑ, γ1(ϑ)
) = 	. In either case, we have

w
(
x∗

1(ϑ, γ ); ϑ, γ
)
> l for γ ∈ (γ1(ϑ), γ̄ (ϑ)) .

For γ ∈ (γ1(ϑ), γ̄ (ϑ)), define

Q(ϑ, γ ) := inf{x ≥ ϑ |w(x; ϑ, γ ) = 	} and S(ϑ, γ ) := supp{x ≥ ϑ |w(x; ϑ, γ ) = 	}.
Then it follows from Proposition 1 and w(ϑ ; ϑ, γ )= 0< 	 that both Q(ϑ, γ ) and

S(ϑ, γ ) are well defined, finite and unique and thus ϑ <Q(ϑ, γ )< x∗
1(ϑ, γ )< S(ϑ, γ ) and

w(Q(ϑ, γ ); ϑ, γ )= w(S(ϑ, γ ); ϑ, γ )= 	.
(b) It follows from Proposition 1(a) and the definitions of Q(ϑ, γ ) and S(ϑ, γ ) that

f1(ϑ, γ ) =
⎧⎨
⎩

0 for γ ∈ (π (0) + h(ϑ), γ1(ϑ)],∫ S(ϑ,γ )
Q(ϑ,γ )

(
w(x; ϑ, γ ) − 	

)
dx for γ ∈ (γ1(ϑ), γ̄1(ϑ)),

∞ for γ ∈ [γ̄1(ϑ),∞),

for any (ϑ, γ ) such that ϑ > ϑ̂ and γ > π (0) + h(ϑ).
Hence, by Lemma 3(a), we obtain that f1(ϑ, γ ) is strictly increasing in γ on

[
γ1(ϑ), γ̄1(ϑ)).

Besides, we have limγ↑γ̄1(ϑ)f1(ϑ, γ ) = ∞.

If ϑ ≥ ϑ1, then we have limγ↓γ1(ϑ)f1(ϑ, γ ) = 0. If ϑ ∈ (
�

ϑ, ϑ1), then limγ↓γ1(ϑ)f1(ϑ, γ ) =
f1(ϑ, π (0) + h(ϑ)).

Define

ϑ := supp{ϑ < ϑ1|f1(ϑ, π (0) + h(ϑ)) > L},
which is well defined, as we can show that (i) f1

(
ϑ1, π (0) + h

(
ϑ1

)) = 0 and (ii)
lim

ϑ↓�ϑ f1(ϑ, π (0) + h(ϑ))= ∞. In fact, the relation (i) follows by noting that γ1
(
ϑ1

) =
π (0) + h

(
ϑ1

)
by the discussion after the definition of ϑ1, which further implies

Q
(
ϑ1, π (0) + h

(
ϑ1

)) = S
(
ϑ1, π (0) + h

(
ϑ1

))
. If

�

ϑ �= −∞, relation (ii) trivially holds by the

definition of
�

ϑ . If not, using a similar argument yielding (25), we can show that for any h0 > 0
and ϑ† <−1, there exists a ϑ†† <ϑ† such that for any ϑ ∈ (−∞, ϑ††

]
, it holds that

w(x; ϑ, π (0) + h(ϑ))≥
2h0

(
1 − eξ

(
ϑ†−x

))
σ 2ξ

≥
2h0

(
1 − eξ

(
ϑ†+1

))
σ 2ξ

∀x ∈ [−1, 0] .

As a result, we have

f1(ϑ, π (0) + h(ϑ)) ≥
∫ 0

−1
max{w(x; ϑ, π (0) + h(ϑ)) − 	}dx

≥
∫ 0

−1
max

{2h0(1 − eξ (ϑ†+1))

σ 2ξ
− 	, 0

}
dx.

By the arbitrariness of h0, we obtain (ii).
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Clearly, ϑ < 0 since ϑ1 < 0. It follows from the continuity of f1(ϑ, γ ) in γ on (γ1(ϑ), γ̄1(ϑ))
(the continuity of f1(ϑ, γ ) is implied by the continuity of w(x; ϑ, γ )) that for any ϑ ≥ ϑ , there
exists a unique γ ∗

1 (ϑ) ∈ (γ1(ϑ), γ̄1(ϑ)) such that f1
(
ϑ, γ ∗

1 (ϑ)
) = L.

(c) By the definition of ϑ , we have γ ∗
1

(
ϑ

) = π (0) + h
(
ϑ

)
. That γ ∗

1 (ϑ) is continuous in ϑ
follows from the monotonicity of f1(ϑ, γ ) in γ on (γ1(ϑ), γ̄1(ϑ)), the continuity of f1(ϑ, γ )
in ϑ and the implicit function theorem (see e.g. Theorem 1.1 in [24]). It remains to show that
γ ∗

1 (ϑ) is strictly increasing in ϑ .
Consider any ϑ1 <ϑ2 on [ϑ,∞). First, we consider the case that ϑ2 ∈�(

γ ∗
1 (ϑ1)

)
or,

equivalently, that γ ∗
1 (ϑ1) > π (0) + h(ϑ2). By Lemma 4(b), we have w

(
x; ϑ1, γ

∗
1 (ϑ1)

)
>

w
(
x; ϑ2, γ

∗
1 (ϑ1)

)
for any x ≥ ϑ2. Consequently, we have

L = f1
(
ϑ1, γ

∗
1 (ϑ1)

) =
∫ ∞

ϑ1

max
{
w

(
x; ϑ1, γ

∗
1 (ϑ1)

) − 	, 0
}

dx

≥
∫ ∞

ϑ2

max
{
w

(
x; ϑ1, γ

∗
1 (ϑ1)

) − 	, 0
}

dx

>

∫ ∞

ϑ2

max
{
w

(
x; ϑ2, γ

∗
1 (ϑ1)

) − 	, 0
}

dx

= f1
(
ϑ2, γ

∗
1 (ϑ1)

)
.

Hence, γ ∗
1 (ϑ1) < γ

∗
1 (ϑ2) by noting that f1(ϑ, γ ) is strictly increasing in γ on (γ1(ϑ), γ̄1(ϑ)).

For the case that γ ∗
1 (ϑ1)≤ π (0) + h(2), the result obviously holds by noting that γ ∗

1 (ϑ2)>
π (0) + h(ϑ2).

Clearly, Equations (20) and (21) are implied by Proposition 2, if we let Q(ϑ) = Q
(
ϑ, γ ∗

1 (ϑ)
)

and S(ϑ) = S
(
ϑ, γ ∗

1 (ϑ)
)
.

Similarly, before stating Proposition 3, we introduce an auxiliary function:

w̄2(ϑ) := lim
γ↓π (0)+h(ϑ)

w
(
x∗

2(ϑ, γ ); ϑ, γ
)
,

which has the following properties. Since the proof follows the same logic as that for Lemma 6,
we omit it for brevity.

Lemma 7.

(i) w̄2(ϑ) = 0 for any ϑ < 0; and

(ii) Define ϑ̂ := sup{ϑ |w̄2(ϑ)>−∞}, which is well defined (maybe ∞). w̄2(ϑ) is strictly
decreasing in ϑ on [0, ϑ̂), with lim

ϑ↑ϑ̂ w̄2(ϑ) = −∞.

(iii) γ̄2(ϑ)>π (0) + h(ϑ) if and only if ϑ < ϑ̂ .

Proposition 3, stated below, will imply Equation (22), if we let s(ϑ) = s
(
ϑ, γ ∗

2 (ϑ)
)

and
q(ϑ) = q

(
ϑ, γ ∗

2 (ϑ)
)
.
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Proposition 3.

(i) For any ϑ < ϑ̂ , there exists a unique number γ2(ϑ) ∈ [
π (0) + h(ϑ), γ̄2(ϑ)) such that for

any γ ∈ [
γ2(ϑ), γ̄2(ϑ)), there are two unique and finite numbers s(ϑ, γ ) and q(ϑ, γ ),

with s(ϑ, γ ) ≤ x∗
2(ϑ, γ ) ≤ q(ϑ, γ )<ϑ, satisfying

w(s(ϑ, γ ); ϑ, γ )= w(q(ϑ, γ ); ϑ, γ )= −k.

(ii) There exists a number ϑ̄ ∈ (0, ϑ̂) such that for any ϑ ≤ ϑ̄ , there is a unique number
γ ∗

2 (ϑ) ∈ [
γ2(ϑ), γ̄2(ϑ)) such that

f2
(
ϑ, γ ∗

2 (ϑ)
) = −K, (27)

where

f2(ϑ, γ ) :=
∫ ϑ

−∞
min{w(x; ϑ, γ ) + k, 0} dx

is strictly decreasing in γ on (γ2(ϑ), γ̄2(ϑ)).

(iii) γ ∗
2 (ϑ) is continuous and strictly decreasing in ϑ on

(−∞, ϑ̄
]
, with γ ∗

2

(
ϑ̄

) = π (0) +
h
(
ϑ̄

)
.

Proof. (a) For any ϑ < ϑ̂ , define

γ2(ϑ) := inf{γ ∈ (π (0) + h(ϑ), γ̄2(ϑ)) |w(
x∗

2(ϑ, γ ); ϑ, γ
) ≤ −k}, (28)

which is well defined by Lemma 7(c). It follows from Proposition 1(a) that

w
(
x∗

2(ϑ, γ ); ϑ, γ
) = min

x≤ϑ w(x; ϑ, γ ), (29)

which, together with Lemma 3, implies that w
(
x∗

2(ϑ, γ ); ϑ, γ
)

is strictly decreas-
ing in γ on (π (0) + h(ϑ), γ̄2(ϑ)). Furthermore, Proposition 1 also implies that
limγ↑γ̄2(ϑ)w

(
x∗

2(ϑ, γ ); ϑ, γ
) = −∞. Hence, γ2(ϑ) is well defined and finite.

Let ϑ̄2 := supp{ϑ > 0|w̄2(ϑ) ≥ −k}. By Lemma 7(a), it is clear that ϑ̄2 > 0. If ϑ > ϑ̄2, then
we have γ2(ϑ) = π (0) + h(ϑ), with w

(
x∗

2(ϑ, γ2(ϑ)); ϑ, γ2(ϑ)
)
<−k. If ϑ ≤ ϑ̄2, then we have

γ2(ϑ) ∈ [
π (0) + h(ϑ), γ̄2(ϑ)) and w

(
x∗

2(ϑ, γ2(ϑ)); ϑ, γ2(ϑ)
) = −k. In either case, we have

w
(
x∗

2(ϑ, γ ); ϑ, γ
)
<−k for γ ∈ (γ2(ϑ), γ̄2(ϑ)) .

For γ ∈ (γ2(ϑ), γ̄2(ϑ)), define

s(ϑ, γ ) := inf{x ≤ ϑ |w(x; ϑ, γ ) = −k} and q(ϑ, γ ) := supp{x ≤ ϑ |w(x; ϑ, γ ) = −k}.
Then it follows from Proposition 1 and w(ϑ ; ϑ, γ )= 0>−k that both s(ϑ, γ ) and

q(ϑ, γ ) are well defined, finite, and unique, and thus s(ϑ, γ )< x∗
2(ϑ, γ )< q(ϑ, γ )<ϑ and

w(s(ϑ, γ ); ϑ, γ )= w(q(ϑ, γ ); ϑ, γ )= −k.
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(b) It follows from Proposition 1(a) and the definitions of s(ϑ, γ ) and q(ϑ, γ ) that

f2(ϑ, γ ) =
⎧⎨
⎩

0 for γ ∈ (π (0) + h(ϑ), γ2(ϑ)],∫ q(ϑ,γ )
s(ϑ,γ ) [w(x; ϑ, γ ) + k] dx for γ ∈ (γ2(ϑ), γ̄2(ϑ)),

−∞ for γ ∈ [γ̄2(ϑ),∞)

for any (ϑ, γ ) such that ϑ < ϑ̂ and γ > π (0) + h(ϑ).
Hence, by Lemma 3(b), we obtain that f2(ϑ, γ ) is strictly decreasing in γ on (γ2(ϑ), γ̄2(ϑ)).

Besides, we have limγ↑γ̄2(ϑ)f2(ϑ, γ ) = −∞.
If ϑ ≤ ϑ̄2, then we have limγ↓γ2(ϑ)f2(ϑ, γ ) = 0. If ϑ ∈(ϑ̄2, ϑ̂), then limγ↓γ2(ϑ)f2(ϑ, γ ) =

f2(ϑ, π (0) + h(ϑ)).
Define

ϑ̄ := inf
{
ϑ > ϑ̄2|f2(ϑ, π (0) + h(ϑ)) <−K

}
.

(We can use a similar argument as that for ϑ to obtain the well definedness of ϑ̄ .) Clearly,
ϑ̄ > 0 since ϑ̄2 > 0. It follows from the continuity of f2(ϑ, γ ) in γ on (γ2(ϑ), γ̄2(ϑ)) that the
continuity of f2(ϑ, γ ) can be implied by the continuity of w(x; ϑ, γ )) and that for any ϑ ≤ ϑ̄ ,
there exists a unique γ ∗

2 (ϑ) ∈ (γ2(ϑ), γ̄2(ϑ)) such that f2
(
ϑ, γ ∗

2 (ϑ)
) = −K.

(c) By the definition of ϑ̄ , we have γ ∗
2

(
ϑ̄

) = π (0) + h
(
ϑ̄

)
. That γ ∗

2 (ϑ) is continuous in ϑ
follows from the monotonicity of f2(ϑ, γ ) in γ on (γ2(ϑ), γ̄2(ϑ)), the continuity of f2(ϑ, γ )
in ϑ and the implicit function theorem (see e.g. Theorem 1.1 in [24]). It remains to show that
γ ∗

2 (ϑ) is strictly decreasing in ϑ .
Consider any ϑ1 <ϑ2 on

(−∞, ϑ̄
]
. First we consider the case that ϑ1 ∈�(

γ ∗
2 (ϑ2)

)
or, equivalently, γ ∗

2 (ϑ2)>π (0) + h(ϑ1). By Lemma 4(b), we have w
(
x; ϑ1, γ

∗
2 (ϑ2)

)
>

w
(
x; ϑ2, γ

∗
2 (ϑ2)

)
for any x ≤ ϑ1. Consequently, we have

−K = f2
(
ϑ2, γ

∗
2 (ϑ2)

) =
∫ ϑ2

−∞
min

{
w

(
x; ϑ2, γ

∗
2 (ϑ2)

) + k, 0
}

dx

≤
∫ ϑ1

−∞
min

{
w

(
x; ϑ2, γ

∗
2 (ϑ2)

) + k, 0
}

dx

<

∫ ϑ1

−∞
min

{
w

(
x; ϑ1, γ

∗
2 (ϑ2)

) + k, 0
}

dx = f2
(
ϑ1, γ

∗
2 (ϑ2)

)
.

Hence, γ ∗
2 (ϑ1) > γ

∗
2 (ϑ2) by noting that f2(ϑ, γ ) is strictly decreasing in γ on (γ2(ϑ), γ̄2(ϑ)).

For the case that γ ∗
2 (ϑ2) ≤ π (0) + h(ϑ1), the result obviously holds as γ ∗

2 (ϑ1) > π (0) +
h(ϑ1).

Proposition 4. There exists a unique number ϑ� ∈ [ϑ, ϑ̄] such that (23) holds.

Proof. Let χ (ϑ) := γ ∗
1 (ϑ) − γ ∗

2 (ϑ). By Proposition 2(c) and Proposition 3(c), we have that

χ (ϑ) is continuous and strictly increasing in ϑ on [ϑ,
�

ϑ]. In addition, we have

χ
(
ϑ

) = γ ∗
1

(
ϑ

) − γ ∗
2

(
ϑ

) = π (0) + h
(
ϑ

) − γ ∗
2

(
ϑ

) ≤ 0,
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where the second equality follows from Proposition 2(c) and the inequality uses the relation
that γ ∗

2 (ϑ) ≥ γ2(ϑ) ≥ π (0) + h(ϑ) according to Proposition 3(a) and (b). In a similar vein, we

obtain χ
(
ϑ̄

) ≥ 0. Therefore, there exists a unique ϑ∗ ∈
[
ϑ,

�

ϑ
]

such that χ (ϑ∗) = 0.

Proof of Theorem 1. (a) Note that w∗(·) is a continuously differentiable solution to (6).
Hence, Equations (20)–(22), together with Equation (23), ensure that Equations (6)–(10) are all
satisfied. Besides, since γ ∗ = γ ∗

1 (ϑ∗) ∈ (π (0) + h(ϑ∗), γ̄1(ϑ∗)), Proposition 1 and the fact that
w∗(q∗)= −k< l = w∗(Q∗) imply q∗ <Q∗, which immediately concludes that s∗ < q∗ <Q∗ <
S∗. The last assertion, that s∗ < 0< S∗, is obtained by noting that x∗

1 > 0> x∗
2, which follows

from Proposition 1(d). The uniqueness of these parameters follows from the uniqueness of γ ∗,
as stated in Proposition 4.
(b) It follows from Lemma 1 and Proposition 1(a) that μ∗(x) = μ̂(w∗(x)) is increasing in x

on
[
s∗, x∗

2

]
, decreasing in x on

[
x∗

2, x∗
1

]
and increasing in x on

[
x∗

1, S∗].

4. Optimality of the Two-Sided Control Band Policy

The goal of this section is to show Theorem 2, which demonstrates the optimality of the
policy φ∗ := {(s∗, q∗,Q∗, S∗) ,{μ∗(x) : x ∈ [s∗, S∗]}}. Recall that all the parameters in the policy
φ∗ are specified by Theorem 1.

Theorem 2. The policy φ∗ is an optimal policy among all admissible policies, with γ ∗ being
the corresponding optimal long-run average cost.

The proof of Theorem 2 is based on the lower-bound approach, which is extensively used
in the optimal control literature; see e.g. [2, 10]. First, in Proposition 5, we present a lower-
bound result, which provides a lower bound for the long-run average cost under any admissible
policy if one can find a function that satisfies certain conditions. Next we show that γ ∗ is such
a lower bound by constructing a function with these conditions all satisfied. Therefore, φ∗ is
an optimal policy, once we show that the long-run average cost under φ∗ is exactly γ ∗. This is
established by Proposition 6.

The following lower-bound result is established by the application of Itô’s formula.

Proposition 5. Suppose that there exists a constant γ and a bound function f (·), with abso-
lutely continuous and bounded derivative f ′ on R, and continuous second derivative f ′′ at all
but a finite number of points, satisfying

1

2
σ 2f ′′(x) + min

μ∈U
{
μf ′(x) + c(μ)

} + h(x) ≥ γ, for all x ∈R at which f ′′ exists, (30)

and

f (x) ≤ f (y)+ K + k(y − x) for all x< y, (31)

f (x) ≤ f (y)+ L + 	(x − y) for all y< x. (32)

Then we have AC(x, φ)≥ γ for any admissible policy φ and initial state x.
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Proof. It follows from Itô’s formula (see e.g. Proposition 1 in [25]) that

Ex,φ
[
f (Xt)

] =Ex,φ
[
f (X0)

] +Ex,φ

[∫ t

0

(
1

2
σ 2f ′′(Xs)+μsf ′(Xs)

)
ds

]

+
2∑

i=1

Ex,φ

⎡
⎣ Ni

t∑
n=1

(
f
(

Xτ i
n

)
− f

(
Xτ i

n−
))⎤

⎦ . (33)

Notice that Equation (30) implies that

1

2
σ 2f ′′(x) +μf ′(x) + c(μ)+ h(x) ≥ γ

for all x ∈R at which f ′′ exists and μ ∈ U . Furthermore, Equations (31) and (32) imply that for

each n ≥ 0, we have f
(

Xτ 1
n

)
− f

(
Xτ 1

n −
)

≥ −(
K + kξ1

n

)
and f

(
Xτ 2

n

)
− f

(
Xτ 2

n −
)

≥ −(
L + 	ξ2

n

)
.

Therefore, we have

Ex,φ
[
f (Xt)

]

≥Ex,φ
[
f (X0)

] +Ex,φ

[∫ t

0
(γ − c(μs)− h(Xs)) ds

]
−Ex,φ

⎡
⎣ N1

t∑
n=1

(
K + kξ1

n

)⎤
⎦

−Ex,φ

⎡
⎣ N2

t∑
n=1

(
L + 	ξ2

n

)⎤
⎦

=Ex,φ
[
f (X0)

] + γ t −Ex,φ

⎡
⎣∫ t

0
(h(Xs)+ c(μs)) ds +

N1
t∑

n=1

(
K + kξ1

n

)
+

N2
t∑

n=1

(
L + 	ξ2

n

)⎤
⎦ .

Dividing both sides of the inequality by t and letting t → ∞ gives

AC(x, φ)� γ − lim inf
t→∞

Ex,φ
[
f (Xt)

]
t

, (34)

which further implies AC(x, φ)≥ γ by the boundedness of function f .

It is worth mentioning that the proof of Proposition 11 in [7] contains an error, as (64) in that
paper should take a different form. Consequently, the lower-bound result (62) there cannot be
used to establish AC(x, φ)≥ γ . In this paper, we show that this lower-bound result still holds,
if additionally the function f is bounded.

We proceed to prove Theorem 2 by constructing a function such that the conditions in
Proposition 5 are satisfied jointly with γ ∗. Due to the boundedness requirement for the
function, the conventional construction, e.g. (3.6)–(3.8) in [20], fails to work.

The construction of such a function follows a similar procedure as that in the proof of
Proposition 8 in [4]. However, as there is no impulse control in their model, our construction
is more involved.
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Define

g(x) :=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

0, x ∈ (−∞, s∗ −�− δ
]
,

− k(x −s∗+�+δ)
δ

, x ∈ [
s∗ −�− δ, s∗ −�

]
,

−k, x ∈ [
s∗ −�, s∗] ,

w∗(x), x ∈ [s∗, S∗],

	, x ∈ [
S∗, S∗ +�

]
,

	(S∗+�+δ −x)
δ

, x ∈ [
S∗ +�, S∗ +�+ δ

]
,

0, x ∈ [
S∗ +�+ δ,∞) ,

where � and δ are positive numbers whose values will be determined later. (As we will find
out, the value of δ can be arbitrarily chosen.) Clearly, g is continuous on R and differentiable
on R\{s∗ −�− δ, s∗ −�, S∗ +�, S∗ +�+ δ}. We further define f̃ (x) := ∫ x

s∗ g(y) dy.
The following result states that f̃ is such a function, as desired.

Lemma 8. By appropriately choosing the constant �, the pair
(

f̃ , γ ∗
)

satisfies the conditions

stated in Proposition 5.

Proof. It follows from Equation (10) and the definition of f̃ that f̃ is absolutely continuous
and bounded, has bounded derivative g on R and also has continuous second derivative at
R\{s∗ −�− δ, s∗ −�, S∗ +�, S∗ +�+ δ}. Hence, it remains to show that we can choose

a � such that
(

f̃ , γ ∗
)

satisfies Equations (30)–(32).

We start by checking Equation (30). It follows from Equation (6) and the definition of f̃ that
Equation (30) holds for x ∈ [s∗, S∗]. For x ∈ (S∗, S∗ +�), we have

1

2
σ 2 f̃ ′′(x) + min

μ∈U

{
μf̃ ′(x) + c(μ)

}
+ h(x) = min

μ∈U
{μ	+ c(μ)} + h(x)

>min
μ∈U

{μ	+ c(μ)} + h
(
S∗)> 1

2
σ 2(w∗) ′(S∗) + min

μ∈U
{
μw∗(S∗) + c(μ)

} + h
(
S∗) = γ ∗,

where the first equality follows from
(
f̃ ∗)′(x) = 	 and

(
f̃ ∗)′′(x) = 0 for x ∈ (S∗, S∗ +�); the

first inequality follows from Assumption 1 and x> S∗ > 0; the second inequality follows from
Equation (10) and the fact that w∗(x) is strictly decreasing in x at S∗ and the last equality
follows from Equation (6) with x = S∗.

Now we choose � so that

h(x)> h
(
S∗) + σ 2	

2δ
+ M	 ∀x ≥ S∗ +�, (35)

which is guaranteed by Assumption 1(b) that limx→∞h(x) = ∞. (Recall that the constant M is
defined in Lemma 1.)
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Then for x ∈ (S∗ +�, S∗ +�+ δ), we have

1

2
σ 2 f̃ ′′(x) + min

μ∈U

{
μf̃ ′(x) + c(μ)

}
+ h(x)

= −σ
2	

2δ
+ min
μ∈U

{
μ
	(S∗ +�+ δ − x)

δ
+ c(μ)

}
+ h(x)

≥ −σ
2	

2δ
+ min
μ∈U

{μ	+ c(μ)} − M	+ h(x)

≥ min
μ∈U

{μ	+ c(μ)} + h
(
S∗)

> γ ∗,

where the first inequality follows from the crude relation that minμ∈U {μ	+ c(μ)} ≥
minμ∈U

{
μ	′ + c(μ)

} − M
∣∣	− 	′

∣∣ ; the second inequality follows from Equation (35) and the
last inequality follows from the same argument as for the case of x ∈ (S∗, S∗ +�).

For x ∈ (S∗ +�+ δ,∞), by a similar argument we obtain

1

2
σ 2 f̃ ′′(x) + min

μ∈U

{
μf̃ ′(x) + c(μ)

}
+ h(x) = min

μ∈U
{c(μ)} + h(x)

≥ min
μ∈U

{μ	+ c(μ)} − M	+ h(x) ≥ min
μ∈U

{μ	+ c(μ)} + h
(
S∗)> γ ∗.

The cases of ∈ (s∗ −�, s∗), x ∈ (s∗ −�− δ, s∗ −�) and x ∈ (−∞, s∗ −�− δ) can be
treated similarly, as long as we choose � such that

h(x)> h(s∗) + σ 2k

2δ
+ Mk ∀x ≤ s∗ −�, (36)

which is guaranteed by Assumption 1(b) that limx→−∞h(x) = ∞.
We next check (31). By the definition of g as well as Propositions 1 and 3, we have that

g(x)

{= w∗(x)<−k, x ∈ (s∗, q∗),

≥ −k, x /∈ (s∗, q∗).

Therefore, for any x< y, we have

f̃ (y)+ K + k(y − x)− f̃ (x) =
∫ y

x
(g(z)+ k) dz + K ≥

∫ q∗

s∗

(
w∗(z)+ k

)
dz + K = 0,

where the last equality follows from Equation (7).
Finally, we check that Equation (32) holds for all y< x. Using

g(x)

{= w�(x)> 	, x ∈ (Q�, S�),
≤ 	, x /∈ (Q�, S�),

we obtain

f̃ (y)+ L + 	(x − y)− f̃ (x) = −
∫ x

y
(g(z)− 	) dz + L ≥ −

∫ S∗

Q∗

(
w∗(z)− 	

)
dz + L = 0,

where the last equality follows from Equation (8).
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Applying Lemma 8 to Proposition 5, we immediately obtain that γ ∗ is a lower bound
for any admissible policy. By Theorem 1(a), we are able to apply the following result with
(φ, V, γ ) being (φ∗, f ∗, γ ∗) to obtain that the long-run average cost under φ∗ is exactly γ ∗.
This concludes the proof of Theorem 2.

Proposition 6. Consider a policy φ = {(s, q,Q, S) ,{μ(x) ∈ U : x ∈ [s, S]}} , with s< q ≤ Q<
S. Suppose that there exist a constant γ and a twice continuously differentiable function
V : [s, S] →R satisfying

1

2
σ 2V ′′(x) +μ(x)V ′(x) + c(μ(x))+ h(x) = γ for s ≤ x ≤ S, (37)

as well as

V(s)= V(q)+ K + k(q − s), (38)

V(S)= V(Q)+ L + 	(S − Q) . (39)

Then the average cost AC(x, φ) is γ for any initial state x.

Proof. If the initial state x /∈[s, S], there will be a one-time control to bring it to q or Q, and
thus the state will stay in [s, S] forever under policy φ. The one-time finite control cost can be
ignored in the long-run average cost, and thus it suffices to consider the case that the initial
state x ∈ [s, S].

Since V is twice continuously differentiable on [s, S], it has a bounded derivative on [s, S].
Furthermore, it follows from Equations (38) and (39) that under policy φ, V(Xτ 1

n
) − V(Xτ 1

n −) =
−(K + kξ1

n ) and V(Xτ 2
n
) − V(Xτ 2

n −) = −(L + 	ξ2
n ). Since s ≤ Xt ≤ S for all t ≥ 0 under policy

φ, it follows from Equations (33) and (37) that

Ex,φ[V(Xt)]

=Ex,φ[V(X0)] +Ex,φ

[∫ t

0

(
1

2
σ 2V ′′(Xs)+μ(Xs) V(Xs)

)
ds

]

+
2∑

i=1

Ex,φ

⎡
⎣ Ni

t∑
n=1

(
V

(
Xτ i

n

)
− V

(
Xτ i

n−
))⎤

⎦

=Ex,φ[V(X0)] +Eφ,x

[∫ t

0
(γ − c(μ(Xs))− h(Xs)) ds

]

−Ex,φ

⎡
⎣ N1

t∑
n=1

(
K + kξ1

n

)]−Ex,φ
[ N2

t∑
n=1

(
L + 	ξ2

n

)⎤
⎦

=Ex,φ[V(X0)] + γ t

−Ex,φ

⎡
⎣∫ t

0
(h(Xs)+ c(μ(Xs))) ds +

N1
t∑

n=1

(
K + kξ1

n

)
+

N2
t∑

n=1

(
L + 	ξ2

n

)⎤
⎦ . (40)

Note that mins≤x≤SV(x) ≤ V(Xt)≤ maxs≤x≤SV(x), which implies limt→∞Ex,φ[V(Xt)] /
t = 0. Dividing both sides of Equation (40) by t and letting t → ∞, we obtain AC(x, φ)= γ .
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(a) (b)

FIGURE 4. Impact of Holding Cost on the Optimal Control Parameters

5. Numerical Studies

According to Equation (3), it is clear that the long-run average cost under any policy φ is
increasing in K, k, L, and 	. Consequently, the optimal long-run average cost γ ∗ is also increas-
ing in these values. However, it is unclear how the optimal policy parameters (s∗, q∗,Q∗, S∗)
will vary with these values. Besides, it is interesting to investigate the value of joint drift rate
and impulse control. That is, how much cost can be saved compared with the settings that only
the drift rate control and the impulse control are allowed. In this section, we will conduct a
series of numerical studies to answer these questions. The algorithms used for our numerical
study are relegated to Appendix B.

5.1. Impact of Cost Parameters

In the baseline model, we set the allowable drift rate U to be [−1, 1], the drift cost function
c(μ) to beμ, holding cost h(x) to be |x|, the variance σ 2 to be 1 and all impulse cost parameters,
including k, K, 	 and L, to be 1. Next we will vary cost parameters to investigate their impact
on optimal policy parameters.

Effect of Holding Cost. We adopt the parameter setting as in the baseline model, except
that now the holding cost h(x) is ax+ + bx−. Then we let one of a or b vary from 0.2 to
2.1, respectively, with the other one being fixed at 1. The corresponding numerical results are
displayed in Figure 4.

Panel (a) of Figure 4 demonstrates that when a increases, the optimal policy parameters
S∗, Q∗, q∗ and s∗ are all decreasing, with S∗ and Q∗ decreasing more rapidly than q∗ and s∗.
This is because when the positive holding cost a is large, the system manager wishes to keep
the system state at a low (positive) level to reduce the overall cost, which can be achieved by
choosing small values of these policy parameters. However, panel (b) illustrates an opposite
effect of the negative holding cost b. This also makes sense because when the negative holding
cost is large, the system manager has a motive to keep the system state away from a large
negative value.

Effect of Drift Control Cost. Now, in the baseline model, we let the drift cost function c(μ)
take the form cμ (resp. c|μ|), with c varying from 0.2 to 4 (resp. from 0.2 to 2). The numerical
results are displayed in Figure 5.
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(a) (b)

FIGURE 5. Impact of Drift Control Cost on the Optimal Control Parameters

Observing from panel (a) of Figure 5, we find that in the case of c(μ) = cμ, S∗, Q∗, q∗ and
s∗ all increase to some constants as c increases. This can be explained as follows: When the
drift rate cost parameter c is large, to reduce the drift rate cost, the system manager would like
to set the drift rate to its minimum, −1. As a result, the system state has a downward trend
such that the state will take a relatively long time in states having small values. To reduce the
system’s holding cost, the system manager will set large relocation parameters. The observa-
tion that all these policy parameters keep fixed in fact holds in general. In fact, we can show
that in the case of c(μ) = cμ, there exists a number c† such that if c ≥ c†, then the optimal
policy φ∗(c) satisfies φ∗(c) = φ∗(c†), and the optimal long-run average cost γ ∗(c) satisfies
γ ∗(c) = γ ∗(c†) + (c − c†)μ. (Here we attach the parameter c to emphasize the dependence
on c. This can be proved by checking that these parameters satisfy the conditions stated in
Theorem 1(a).)

Panel (b) of Figure 5 displays the effect of c in the case of c(μ)= c|μ|, which demonstrates
that both s∗ and q∗ increase to some negative constants, while both Q∗ and S∗ decrease to
positive constants. This can be explained similarly, with the except that now the drift rate will
be set to be 0 when the drift rate cost parameter c is large.

Effect of Impulse Control Cost. Now we investigate the effect of impulse control cost, which
is captured by four parameters: 	, L, k and K. Panel (a) of Figure 6 is obtained by letting 	 vary
from 0.1 to 2, with all other model parameters being fixed as in the baseline model. We observe
that both the optimal policy parameters S∗ and Q∗ are increasing in 	, while both s∗ and q∗
are nearly constant with respect to 	. This can be explained as follows: Since we vary only the
downward impulse control cost, it can be expected that the upward control parameters s∗ and
q∗ will not vary much with 	. Since the upward impulse control is costly, the system manager
will set large S∗ and Q∗ to reduce the frequency of upward control.

Similarly, panel (b) of Figure 6 demonstrates how the optimal policy parameters vary with
the downward fixed cost L. We find that S∗ is increasing in L, while s∗, q∗ and Q∗ are all quite
insensitive with L. To explain the interesting pattern of Q∗ with respect to L, we note that when
the upward fixed cost is rather large, the system manager would like to take a rather large size
when he performs an upward relocation. That is, S∗ − Q∗ should be increasing in L. Hence,
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(a) (b)

(c) (d)

FIGURE 6. Impact of Impulse Control Cost on the Optimal Control Parameters

Q∗ may not be necessarily increasing in L, which is different from the case of varying
downward variable cost.

The effects of the upward impulse control costs k and K are illustrated in panels (c) and (d),
whose explanation is similar and thus omitted.

5.2. The Value of Drift Rate Control

In this subsection, we investigate the value of drift rate control by considering a model in
which only the impulse control is allowed. We still use the baseline model parameter setting,
except now the drift rate cannot be adjusted but is a fixed value μ, which takes its value from
U = [−1, 1]. Using similar algorithms as in Appendix B, we can numerically obtain the value
of the system’s optimal average cost γ (μ). Figure 7 demonstrates that compared with the
setting that only the impulse control is allowed, joint drift rate and impulse control can even
halve the average cost, which indicates that allowing drift rate control can significantly reduce
the overall operational cost.
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FIGURE 7. The Optimal Average Cost Without Drift Rate Control

6. Conclusion

In this paper, we present an analysis procedure for the joint drift rate and two-sided impulse
control for a Brownian system, which is quite general, as our analysis requires only that the
corresponding ODE takes the form of (O). As noted in [30], in the presence of model uncer-
tainty, a stochastic differential game (SDG) will appear, where the Bellman equation is also of
form (O), except that the maximum instead of the minimum should be used in the definition of
π(w). Hence, it can be expected that our analysis procedure also applies to the SDG driven by
Brownian motion.

It is worth mentioning that our work can also be extended to the case that the diffusion
term σ depends on the current state, which takes the form of a function σ(Xt). In that case,
the diffusion term σ in the ODE (O) is replaced with the strictly positive function σ (x). To
ensure the solvability of the ODE, the integrability of 1/σ 2(x) is required; that is, for any
a< b,

∫ b
a 1/σ 2(x) dx is finite. (One sufficient condition is that σ (x) is continuous.) Given this

requirement, we can show that most of our results still hold, with σ replaced by σ (x) in accor-
dance. However, some properties in Proposition 1 no longer hold for general diffusion function
σ (x), since the solution w(x; ϑ, γ ) of the ODE (O) may converge to a finite value as x → ±∞.
To make the conclusions correct, we will need a stronger condition for σ (x); e.g. there exists a
constant c> 0 such that liminfx→±∞h(x)/σ 2(x)> c.

At the end of this paper, we list several topics that are worthy of consideration in future.
First, singular control is also a well-known control type, but it is not studied in this paper.
Singular control arises in situations such as customer admission in queueing systems and
demand outsourcing in production systems. As found in [18], there is a close connection
between singular control and impulse control. In fact, impulse control in our model will take
the form of Equations (9) and (10), with Equations (7) and (8) no longer needed. Hence, it is
expected that our analysis procedure can still work in the presence of singular control.

Second, in this paper the system state is one-dimensional, while in many other settings it
may be multi-dimensional. In this setting, the guess-and-verify method adopted in this paper
may not work well, as now the guessed policy may take a complex structure, and the best
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policy parameters cannot be found easily. Of course, in some models motivated by queueing
controls, the corresponding multi-dimensional diffusion control problem can be reduced to a
one-dimensional problem, in which case our results still can apply (see e.g. [16, 29]). However,
in other models, it will not be so [22]. Even if the guess-and-verify method can still work
in some simple cases, it will be more interesting to devise theoretical methods or efficient
algorithms to analyze these models.

Third, the system state dynamics in this paper is rather simple, as it follows a Brownian
motion. It will be interesting to consider the case in which the system state follows some other
stochastic process, such as a Lévy process. Besides, the diffusion coefficient (σ in this paper)
can also be controlled in some practical situations. In this setting, the ODE (6) will be changed,
and thus its analysis will be different [33]. In addition, it will also be practically relevant to take
the time-varying feature into account when modelling the state dynamics.

Finally, we can also consider other criterions such as the infinite discounted criterion, as
some literature demonstrates that the optimal control policy may take a different form than
that under the long-run average criterion, with the analysis also being different [32].

Appendix A. A Heuristic Argument for Equations (6)–(10)

In this appendix, we explain why the optimal parameters should satisfy the ODE
[Equation (6)] and free boundary conditions Equations (7)–(10). For a given policy φ =
{(s, q,Q, S),{μ(x) : x ∈ [s, S]}}, let V(x) be the relative value function, which is the difference
between the expected cumulative cost from state x ∈R to state 0 and the cost γ τ(x, 0), where
γ is the long-run average cost under policy φ and τ(x, 0) is the first time when the system state
hits 0, starting from x.

First, the definition of V implies that V should satisfy V(s)= V(q)+ K + k · (q − s) and
V(S)= V(Q)+ L + 	 · (S − Q), which yield Equations (7) and (8), respectively, by letting
w∗(x) = V ′(x). Next, we show that V should satisfy Equations (6), (9), and (10) if φ is opti-
mal. If φ is optimal, by the principle of optimality, for X0 = x ∈ (s, S) and a small time interval
with length δ, V(x) should satisfy

V(x) = min
μu∈U : u∈[0,δ]

Ex

[∫ δ

0
(h(Xu)+ c(μu)) du − γ δ + V(Xδ) |X0 = x, μ0 =μ

]
+ o(δ),

with Xu = x + ∫ u
0 μυdυ + σBu for u ∈ [0, δ]. It follows from a standard argument for the

dynamic programming equation [see e.g. Equation 12] that V(x) satisfies

1

2
σ 2V ′′(x) + min

μ∈U
{μV ′(x) + c(μ)} + h(x) − γ = 0,

which implies Equation (6) by noting that w∗ = V ′. Furthermore, starting from state S, if it
is optimal to jump to state Q, then Q should be chosen to minimize V(Q)+ L + 	 · (S − Q).
The first-order optimality condition gives V ′(Q)= 	, which is the first equality in Equation
(10). Besides, for x ≥ S, under policy φ, we must have V(x) = V(Q)+ L + 	 · (x − Q). By
the smooth-pasting principle under the optimal policy, the left and right derivatives of V at
S should be equal, which gives V ′(S)= 	, the second equality in Equation (10). Finally, a
similar analysis gives us Equation (9).
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Appendix B. Algorithms

The procedure described in Section 3.2 in fact gives us a set of algorithms
(Algorithms 1–3) to find the optimal policy parameters. Algorithm 1 in Appendix B presents
a computational procedure to obtain γ ∗

1 (ϑ) for any ϑ . Since γ ∗
1 (ϑ) ≥ π (0) + h(ϑ), the lower

bound for γ ∗
1 (ϑ), denoted as γl, can be initialized to π (0) + h(ϑ). Then, we gradually increase

a number γu, from π (0) + h(ϑ) until that f1(ϑ, γu) > L, which guarantees that γu is an upper
bound for γ ∗

1 (ϑ) by Lemma 2(b) (lines 1–7). Given these bounds, γ ∗
1 (ϑ) is pinned down by a

bisection procedure on γ (lines 9–16), which is also guaranteed by Lemma 2(b).
Similarly, Algorithm 2 presents a procedure to compute γ ∗

2 (ϑ), which is justified by
Lemma 3(b). Finally, Algorithm 3 performs a bisection procedure on ϑ to obtain ϑ∗, which
is guaranteed by Lemma 2(c), Lemma 3(c) and Proposition 4. All other policy parameters are
then immediately determined using the expressions displayed after Equation (23).

It is worth pointing out that when conducting these algorithms, we need to solve problem
(O) for each (ϑ, γ ). Fortunately, this problem can be readily solved by any commercial solver
such as Matlab.

Algorithm 1 Binary-search Routine to Find γ �1 (ϑ)

Require: ϑ , 	, L
Ensure: γ �1 (ϑ)
1: initial γl = π (0) + h(ϑ), γu = π (0) + h(ϑ) + 1;
2: if limγ→γl f1(ϑ, γ ) � L then
3: γ �1 (ϑ) does not exist;
4: else
5: repeat
6: γu = γu + 1;
7: until f1(ϑ, γu)> L
8: repeat
9: γ = (γl + γu)/2;

10: if f1(ϑ, γ )> L then
11: γu = γ ;
12: else
13: γl = γ ;
14: end if
15: until |f1(ϑ, γ ) − L|< ε and |γu − γl|< ε
16: γ �1 (ϑ) = γ ;
17: end if
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Algorithm 2 Binary-search Routine to Find γ �2 (ϑ)

Require: ϑ , k, K
Ensure: γ �2 (ϑ)
1: initial γl = π (0) + h(ϑ), γu = π (0) + h(ϑ) + 1;
2: if limγ→γl f2(ϑ, γ ) ≤ −K then
3: γ �2 (ϑ) does not exist;
4: else
5: repeat
6: γu = γu + 1;
7: until f2(ϑ, γu)<−K
8: repeat
9: γ = (γl + γu)/2;

10: if f2(ϑ, γ )<−K then
11: γu = γ ;
12: else
13: γl = γ ;
14: end if
15: until |f2(ϑ, γ ) + K|< ε and |γu − γl|< ε
16: γ �2 (ϑ) = γ ;
17: end if

Algorithm 3 Binary-search Routine to Find ϑ�

Require: Functions γ �1 (ϑ), γ �2 (ϑ) and values 	, L, k,K
Ensure: ϑ�

1: initial ϑl = −1, ϑu = 1;
2: repeat
3: ϑu = ϑu + 1;
4: until γ �1 (ϑu) does not exist
5: repeat
6: ϑl = ϑl − 1;
7: until γ �2 (ϑl) does not exist
8: repeat
9: ϑ = (ϑl + ϑu)/2;

10: if γ �1 (ϑ)> γ �2 (ϑ) then
11: ϑu = ϑ ;
12: else
13: ϑl = ϑ ;
14: end if
15: until |γ �1 (ϑ) − γ �2 (ϑ)|< ε and |ϑu − ϑl|< ε
16: ϑ� = ϑ, γ � = (γ �1 (ϑ) + γ �2 (ϑ))/2.
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