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Field Experiments and Behavioral 
Theories: Science and Ethics
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ABSTRACT  The design of field experiments makes them inappropriate for testing many 
common political theories. These theories propose that certain factors—for example, 
income or information—affect how individuals make choices. To test these theories, 
researchers typically investigate the correlation between the relevant factor and indi-
viduals’ choices, holding other factors constant. Field experiments, in contrast, allow 
multiple factors to vary at once: they create real-world disruption and do not control how 
actors behave in response. Subjects’ choices will be affected by the experimental treat-
ment as well as by other changes that occur as the larger system reacts. It will be difficult 
to isolate the effect of any one factor, particularly without a good preexisting model of the 
system and how it is likely to respond. If a field experiment will not tell us what we need to 
know, the benefit of the study cannot outweigh harm, and it also will be unethical.

Field experiments are now common in the political 
science literature. Many of these experiments are 
randomized controlled trials or program evaluations, 
in which researchers randomize interventions by 
governments or aid organizations to determine the 

effects of these policies on desired outcomes. However, in part 
due to a push to make field experiments theoretically as well as 
empirically valuable, and in part due to the perceived advantage 
of field experiments in delivering estimates that are both causally 
identified and externally valid, field experiments also are being 
used to test or draw conclusions about behavioral theories.

I argue that field experiments are generally inappropriate 
for testing behavioral theories. Behavioral theories propose 
that individuals take in inputs, use them to determine which 
attitude or behavior will give them the most utility, and act 
accordingly. They generally are tested by estimating the cor-
relation between the input of interest and the subjects’ behavior, 
holding all else constant with experimental or statistical con-
trol. Field experiments, in contrast, capture how outcomes 
change after experimenters create disequilibrium in systems of 
strategic actors and neither control how these actors respond 
nor isolate treated subjects from the rest of the system. The 
actual treatment to which subjects are exposed will be a bundle 
of the experimenter’s intervention and the system’s endogenous 
response to intervention. The average treatment-effect calcu-
lation does not control for endogenous response and therefore 
does not estimate the effect of the manipulated input, per se, on 
subjects’ behavior.

In principle, researchers can isolate the direct impact of their 
intervention by anticipating, preventing, or accounting for other 
actors’ strategic response. In some countries, for which there is 
an extensive existing literature about the behavior of citizens and 
elites, this may be something researchers can do credibly. For 
many countries in the world, however, there is no such literature 
and—as evidenced by the frequency with which field experiments 
generate unexpected results—researchers are missing critical 
information about who the relevant actors are and how they are 
likely to respond to intervention. Researchers working in these 
contexts will be limited in their ability to model endogenous 
response to treatment and, therefore, to infer a behavioral param-
eter from a field-experimental treatment effect.

The mismatch between behavioral theories and field-experi-
mental approaches also has ethical implications. No risk of harm 
to subjects is justifiable if a study will not yield the knowledge it is 
intended to yield; by disrupting real social and political systems—
often at large scale and without subjects’ consent—field experi-
ments pose a particularly high risk.1 Researchers who want to use 
a field experiment to test a behavioral theory have an obligation 
to demonstrate ex ante that they will be able to extract an inter-
pretable behavioral parameter from their result. This means that  
they also must demonstrate sufficient knowledge of the system to 
anticipate and account for endogenous response to the intervention. 
When they cannot do so, proceeding with a field experiment—
rather than with an approach that provides more leverage or less 
risk—will be unethical.

A STYLIZED EXAMPLE

To illustrate how the design of a field experiment impedes infer-
ence about behavioral parameters, consider a straightforward 
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experiment intended to test a simple theory. Based on the 
principal–agent model, the experimenters propose that corrupt 
leaders retain their position because of an information asymmetry. 
Voters prefer to sanction corruption but cannot get accurate infor-
mation about its extent, leaving corruption only weakly correlated 
with voters’ observed choices. Therefore, the experimenters audit 
local leaders and disseminate the results in leaflets in randomly 

selected constituencies. To measure the effects of treatment, the 
experimenters conduct surveys and gather election returns.

Now suppose the analysis shows that the intervention had no 
effect: there was no difference across treatment and control, on 
average, in either the reported support for the incumbent or offi-
cial electoral returns. What can we infer about voters’ preferences 
over corruption or the presence of an information asymmetry?

One explanation for the null result is that the theory is wrong: 
there was no information asymmetry, voters are indifferent to 
corruption, or both. However, another explanation is that the 
theory is correct—voters both care about corruption and need 
information about it—but the treatment was counteracted by a 
strategic response from other actors. Leaders concerned about 
losing vote share following an incriminating audit might have 
contested the information, released equally damning informa-
tion about the challenger, increased private handouts, or engaged 
in intimidation against those who received information. Assum-
ing voters have more than one variable in their utility functions, 
any of these scenarios might have prevented treated subjects from 
reducing their stated or actual support for the incumbent—even if 
they were highly attentive to the information in the leaflet. From 
the null result, we can state confidently that the total effect of 
information, plus any other changes spurred by the release of that 
information, was zero: it does not logically follow that the effect 
of the information on voters’ attitudes and behaviors was zero.

Interpretation is no less problematic if the experimenters 
found, as expected, that treated voters reduced their support 
for leaders exposed as corrupt. If the regime is concerned about 
a scandal, it may respond by removing its support from leaders 
who have been publicly outed as corrupt. The opposition, sensing 
a potential vulnerability, may spend more resources campaigning 
in areas treated with bad news about the incumbent. Any of these 
scenarios could reduce incumbents’ vote share, even if treated 
voters were entirely indifferent to the leaflets. Again, we can esti-
mate confidently that the total effect of information plus the sys-
tem’s response to that information was significantly negative, but 
we cannot conclude that the information itself had a significant 
effect on voters’ attitudes or behaviors.

Although the experiment yields a well-identified empirical 
conclusion about the effect of publicly releasing audits on vote 
share, it can provide little evidence about the direct effect of 
either information or corruption on voters’ utility or choices. If 
other political actors responded to counteract (or amplify) the 
information intervention—which they had a strong incentive to 
do—then treated subjects were exposed to a bundled treatment, 

and the treatment effect cannot be taken as the effect of the directly 
manipulated input.2

FIELD EXPERIMENTS AND BEHAVIORAL THEORIES

The concerns raised in this article are not relevant to all field 
experiments. The inferences from pure policy evaluations are not 
threatened—and are likely improved—by exposing subjects to a 

treatment that bundles intervention and the system’s endoge-
nous response to intervention. My argument pertains specifically 
to the use of field experiments for testing behavioral theories.

Defining Behavioral Theories
Behavioral theories are those that propose some input or a 
set of inputs affects the utility individuals gain from different 
behaviors and the frequency with which they make particular 
choices. Field experiments have been designed to test or taken 
as evidence for various behavioral theories. Examples include 
theories that:
 
	 •	 	Civic	knowledge	increases	the	likelihood	that	citizens	will	

engage with formal channels of participation (Mvukiyehe 
and Samii 2017; Sexton 2017).

	 •	 	Exposure	to	social	sanctions	reduces	free	riding	and	increases	
participation (Ferree et al. 2018; Gerber, Green, and Larimer 
2008).

	 •	 	Interaction	with	members	of	an	outgroup	reduces	discrimi-
nation (Broockman and Kalla 2016; Paluck 2010).

	 •	 	Priming	the	moral	content	of	voting	reduces	voters’	suscep-
tibility to vote buying (Larreguy et al. 2017; Vicente 2014).

 
Critically,	implicit	in	all	of	these	theories	is	a	claim	that	the	input	
affects the outcome, all else equal. In testing these theories, we 
control for other predictors of these behaviors either experimen-
tally or statistically.

Defining Field Experiments
For purposes of this article, a defining characteristic of a field 
experiment is that it creates a real-world disequilibrium. The 
causal claims generated by field experiments rest on comparisons 
of outcomes in existing (i.e., control) and counterfactual (i.e., 
treatment) states of the world. Such a comparison requires that 
treatment conditions be different enough from existing condi-
tions that treated actors will choose measurably different behav-
ior than they choose under the status quo. Because actors will not 
change strategies in equilibrium, treated subjects must be dise-
quilibrated.

The other relevant feature of a field experiment is that once 
equilibrium has been disrupted, researchers do not control what 
happens between intervention and measurement. Subjects’ 
attempts to reach a new equilibrium after intervention will not 
be prevented from disequilibrating other actors whose utilities 
are influenced by subjects’ behavior; field experimentalists do not 

No risk of harm to subjects is justifiable if a study will not yield the knowledge it is intended to 
yield; by disrupting real social and political systems—often at large scale and without subjects’ 
consent—field experiments pose a particularly high risk.
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isolate treated subjects from others with whom they are socially, 
economically, or politically connected.3 These indirectly treated 
actors also may respond, re-treating treated subjects or newly 
treating members of the control.

This jumble of dynamic, exogenous, and endogenous effects 
is a key feature of field experiments, not a flaw. In some cases, 
triggering a response from the broader system is an explicit 
goal of the intervention: consider the common design in which 
treatment is assigned to voters but the measured outcome is the 
behavior of politicians.

Theory–Method Mismatch
It should be apparent that there is a mismatch between the esti-
mates of interest in behavioral theory and the estimates returned 
by a field experiment. Behavioral theories theorize the effects of 
particular inputs on behavior; the estimate of interest is the coef-
ficient on the variable (βx). Field-experimental treatment effects, 
in contrast, estimate the difference in average outcomes (ΔY)  
between treated and control. When nothing changes between 
treatment and control except the variable of interest (x), then 
these two quantities will be the same. However, because field 
experiments provide incomplete experimental control, they do 
not and cannot ensure that there will not be other conditions 
changing along with x.

In the terminology of causal inference, a field experiment 
allows violations of the exclusion restriction. Alternatively, the 
problem can be described as omitted-variable bias: we are inter-
ested in the impact of x on Y. However, Y also is affected by other 
variables, which—because they were a response to a shift in x—are 
correlated with x. Because field experiments neither model the 
process that produces Y nor control anything other than x, we 
should expect a field experiment to be mis-specified for esti-
mating βx in the same way we expect a bivariate regression to be 
mis-specified.

As with any method in which there is potential for confound-
ing, there also are ways to prevent or account for it. There may be 
cases in which it is reasonable to argue that the relevant political 
system is simply the subject, and other actors either will be unaf-
fected by the intervention or unable to respond in a meaningful 
way. In these cases, the intervention will be the only difference 
between treatment and control.4 Similarly, just as we can for 
observational analysis in a multicausal system, we could control 
for other actors’ interference and isolate βx statistically.

Both fixes undermine some of the advantages of field experi-
mentation. The first limits the range of theories that we can test 
to those in which individuals think and act in ways that do not 
meaningfully affect others’ incentives. The second means that 
the accuracy of our causal estimate depends on the accuracy of 
our model, with all of the assumptions and limitations that that 
implies.

More important, both fixes also require substantial preexist-
ing knowledge. To identify and control for the system’s response 
to treatment, we need to know the relevant actors and their 

utility functions. Even to make the case that there will be no sys-
temic response, we need to know who other actors might be and 
enough about their incentives to be confident that the subjects’ 
response to treatment will not affect them. In many countries 
where field experiments are being used to test behavioral theory, 
the discipline is only just beginning to model actors’ incentives 
and behaviors. Indeed, in many of these countries, researchers 
use field experiments to evaluate policy interventions precisely 
because they do not have an adequate model to predict the inter-
vention’s outcome a priori.

Existing Studies
I do not know the proportion of existing field experimental esti-
mates that are affected by uncontrolled confounding: it is difficult 
to show that a confounder exists when it has not been identified. 
However, a small but increasing number of studies provide evi-
dence that experimental interventions trigger strategic response 
from other actors. Larreguy et al. (2017), for example, showed that 
an anti-vote-buying campaign in Uganda increased vote buying 
by opposition candidates, which may explain why treatment 
reduced	support	for	the	incumbent.	Cruz,	Keefer,	and	Labonne	
(2016) showed that Filipino voters given congenial information 
about challengers’ policy priorities still voted for the incumbent 
because the incumbent targeted them with increased handouts. 

Two interventions intended to increase political participation in 
African countries instead reduced participation because the treat-
ment also increased the rate at which treated subjects encoun-
tered political or social intimidation (Ferree et al. 2018; Gottlieb 
2016).

It seems plausible that strategic interference with treatment 
also could explain other findings in the literature, including that 
accusations of corruption only harm challengers (de Figueiredo, 
Hidalgo, and Kasahara 2012); that reports on wrongdoing have 
no effect on vote choice in Brazil despite strong effects in the lab 
(Boas, Hidalgo, and Melo 2018); that discouraging vote buying 
increases support for the incumbent in Nigeria (Vicente 2014); 
and that disseminating information to the public improves local 
governance even where electoral accountability is weak (Bjorkman 
and Svensson 2009).5

Risk of Harm
Field experiments are not the only approach prone to uncon-
trolled confounding. However, when the risk of confounding 
undermines a field experiment’s advantage in causal identifica-
tion, it is difficult to justify either the substantial time and money 
often required for a large-scale field experiment or the increased 
risk of long-term, real-world harm to subjects.

As before, I cannot estimate the proportion of field exper-
iments that have harmed subjects when the harm was neither 
anticipated nor measured. However, enough studies have 
recorded serious harms such that we should consider the 
ex-ante risk of harm to be high. In several previous examples, 
as well as others (e.g., Blattman, Hartman, and Blair 2014; 

It should be apparent that there is a mismatch between the estimates of interest in behavioral 
theory and the estimates returned by a field experiment.
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Mvukiyehe and Samii 2017), intervention increased the rate at 
which subjects were exposed to violence. Paluck (2010) showed 
that community discussions in the Democratic Republic of the 
Congo	 increased	grievance	and	reduced	donations	 to	an	out-
group. Multiple studies find that cash transfers reduce welfare 

for control subjects because transfers cause local inflation in the 
price of food and other necessities (Filmer et al. 2018; Lehmann 
2013).

My point is not that the cited studies were unethical: many 
were evaluations of policies that would have happened regardless 
and identifying the effects of these interventions was necessary 
and valuable. However, they nevertheless provide evidence that 
even expert researchers and their local partners can fail to cor-
rectly predict the outcome of their interventions. Researchers 
who do not have sufficient information to anticipate harm also 
do not have sufficient information to anticipate and control for 
the systemic response that may be confounding their interven-
tion. When preexisting information is limited, it will be difficult 
for researchers interested in testing a behavioral theory to cred-
ibly argue that the risk posed by a field experiment is lower or 
that the value provided by a field experiment is higher than other 
approaches and, therefore, to satisfactorily argue that a field 
experimental approach is ethical.

CONCLUSION

The overall conclusion of this article is that there is a fundamental 
mismatch between what we often mean by theory—that is, expla-
nations of how particular inputs affect actors’ decisions—and what 
field experiments are designed to return. The lack of control inher-
ent in a field experiment means that actors’ endogenous responses 
to intervention may be bundled with the experimenters’ interven-
tion; unbundling will be difficult or impossible without a strong 
preexisting model of the system. Random assignment is sufficient 
to generate a causally identified treatment effect, but not necessar-
ily an estimate of the effect of the input of interest.

This argument is not particularly novel. Many other scholars 
have noted the shortcomings of field experimentation for theory 
testing	 (e.g.,	 Deaton	 and	Cartwright	 2018).	 In	 their	 handbook,	
Gerber and Green (2012) provided several examples in which stra-
tegic interference with treatment prevents inference about the 
effect of the intervention itself. Gerber and Green did not empha-
size, however, how common strategic interference is likely to be 
when experiments are designed to induce measurable changes in 
real-world political outcomes, or how often political scientists ask 
the types of questions for which isolating the effect of particu-
lar input is crucial. They also failed to note that their solution—
that is, careful design that anticipates and accounts for strategic 
response—will not be effective when researchers do not already 
know the system’s relevant actors or their incentives.

Although certainly not every field experiment will be affected 
by confounding, there is nothing about field-experimental design 
that will prevent it and nothing about the average treatment-effect 

calculation that can control for it. Just as for any method that 
does not offer complete experimental control, we should start 
from the assumption that estimates are biased unless and until 
researchers convincingly demonstrate otherwise. When research-
ers cannot do this, a field experiment obviously does not provide 

more leverage than other approaches. Researchers have an ethical 
obligation to choose an approach that provides more control, less 
risk of harm, or both. n

N O T E S

 1. Any interaction with human subjects can cause disruption, but other types 
of studies tend to enroll fewer people and often are easier to conduct without 
alerting interested outside actors. More important, subjects who participate in 
a survey or lab experiment know they are participating: if the study will have 
repercussions, they can discontinue their participation or alert the researcher to 
the risks. For more about the ethics of field experiments, see Desposato (2015).

 2. The system’s strategic response to intervention also may lead to treatment of 
those in the control: for example, constituents in the control might protest until 
their leaders also released audits. However, because they arise in response to 
the experimenter’s (non-) intervention, the nature of the additional treatments 
bundled to the intervention will be different across treated and control subjects. 
It is not necessary for actors to be aware of the experiment for their response to 
be correlated with treatment assignment. They must be able only to observe the 
intervention where it is assigned.

 3. Some studies that are described as field experiments do not meet this criterion 
because they measure outcomes immediately after subjects are exposed to  
stimulus and before the system can respond. This type of design does 
not sacrifice experimental control and does not pose the problems with 
interpretation described in this article. For my purposes, these studies are lab 
experiments, not field experiments.

 4. Actors’ responses may be more constrained in countries with strong rule of 
law. Actors also will be less likely to respond when they do not know about the 
intervention, which might happen if treatment involves private communication. 
However, even studies focused on communication in countries such as the 
United States have generated unanticipated systemic response.

 5. In this latter case, an alternative explanation is that information was spread 
to more powerful actors (e.g., the central government), who sanctioned 
underperforming leaders. For example, Avis, Ferraz, and Finan (2016) found 
that reduced corruption in Brazil following public release of audits was driven 
more by politicians’ fear of prosecution than by their fear of electoral sanctions.
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