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ON STURM'S SEPARATION THEOREM 
BY 

PAUL R. BEESACK 

1. Introduction. The purpose of this note is to obtain an extension of the classical 
Sturm separation theorem for the second order, linear selfadjoint differential 
equation 
(1) (r/ï+sy = 0, 

to the case of a noncompact interval. The classical theorem (cf. [3, p. 209], 
[4, p. 224]) assumes that r and s are continuous with r positive on a compact 
interval / , and concludes that between each pair of zeros (on / ) of one (nontrivial) 
solution of (1) there lies precisely one zero of any other linearly independent 
solution of (1). I f / i s not compact, a function y which is a solution of (1) on /may 
often be extended (continuously) to an endpoint, say a, of/. In case y(a)=0, does 
the separation theorem hold? A complete answer to this question is given in 
Theorem 1 below, and an application of the extended theorem is given in Theorem 
2. 

2. The separation theorem for noncompact intervals. We shall assume that r and s 
are continuous, and r is (strictly) positive on an open interval (a, b), where 
— °° <a<b< + oo. We say that a is singular for the equation (1) if either a = — <x>, 
or if a is finite but either of l i nx^^ r(x) or l i m ^ ^ s(x) do not exist in the real 
numbers, or if lima ;^a+r(x)=0. Otherwise, a is said to be nonsingular. In other 
words, a is nonsingular if and only if a is finite and both r and s can be extended to 
continuous functions on [a, b) with r positive on this interval. Similarly, b is non-
singular for (1) if and only if b is finite and r, s can be extended in the same way to 
(a, b]. Any point of (a, b) is also called nonsingular for (1). 

In the case that a or b is nonsingular for (1), solutions y of (1) can also be ex
tended so that y and y' are continuous at a or b respectively, and satisfy (1) on the 
extended interval. This is a consequence of the standard existence theorem for (1). 
For completeness we shall formulate our theorem to include the classical case; 
this is part (b) of the theorem and we shall subsequently refer to this part as "the 
separation theorem". 

THEOREM 1. Let yl9 y2 be two linearly independent solutions of (1) on (a, b). 
Then we have (Abel's identity) 

(2) rixKy&Wzto-yzWy&x)] = k ^ 0 for a < x < b, 
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where k is a constant. Suppose that x1 and xl9 where a < x 1 < x 1 < è , are consecutive 
zeros ofyx. Then 

(a) y2jyx is strictly monotonie on (xl9 xx). 
(b) Ifxx,xx are both nonsingular for (1), y2 has precisely one zero on (xX9 xx). 
(c) If xx is nonsingular, xx=b is singular, and if y2(x)¥^§ for x 1 < x < 5 , then we 

have y2(x)=0[y1(x)] as x->è—, so that y2(b)=0. Moreover, this case can occur, as 
can the cases that y2 has a (single) zero on (xl9 b) with y2(b)=0 or with y2(b)y£0. 

(d) If xx is nonsingular and xx=a is singular, and if y2(x)^0 for a<x<xl9 then 
we have y2(x)=0[yx(x)] as x->a+, so that y2(a)=0. This case also occurs as do the 
cases that y2 has a (single) zero on (a, x^ with y2(a)=Q or y2(a)j^0. 

(e) Ifxx—a and xx=b are both singular for (1), and ify2(x)¥:®for a<x<b, then 
either y2(x)=0[y1(x)] as x~+a+, or y2(x)=0[y1(x)] as x->b—, or both. All three of 
these cases can occur, as well as cases in which y2 has a (single) zero on (a, b) and 
either no, one, or two zeros at the singular endpoints. 

Proof. We have, for all x e (a, b), 

(r(x)y'2(x))'+s(x)y2(x) = 0, 

(r(x)y&x))'+s(x)yi(x) = 0. 

On multiplying the first of these identities by yx(x), the second by y2(x), and sub
tracting, we obtain 

y1(xXr(x)y^x))'-y2(x)(r(x)y[(x)y ss 0, 
or 

•~{y1(x)(r(x)y2(x))-y2(x)(r(x)y'1(x))} = 0, 
dx 

from which Abel's identity (2) follows. Moreover, if k=0, then since r(x)^0 on 
(a, b) it would follow that yxy2—y2yx=0, or (dldx)(y2lyx)=09 soy 2=Ay x at least 
on (xl9 xx). This contradicts the hypothesis that yl9 y2 are linearly independent on 
(a, b). Thus k^O in (2). We note that if a is nonsingular, then r, yl9 and y2 can be 
extended to a so that (2) also holds for x=a. Similarly if b is nonsingular we may 
assume that (2) holds for x—b. Finally, we note that if yl9 y2 are linearly dependent 
on (a, b) so y2=Ayl9 then k=0 in (2) as can be seen by direct substitution. 

To prove (a), we note that (between consecutive zeros of yx) we can write (2) in 
the form 

dJfiÙEfl _ f c X i < x < ^ 
dxlyL(x)J r(x)yi(x) 

Since r(x)y[(x)>0 on (xl9 jcx) while ky£0, it follows thaty2\yx is strictly monotonie 
on (xl9 xx). Similarly of course, y1/y2 is strictly monotonie between consecutive 
zeros of y2. 

Suppose now that xx, xx are both nonsingular for (1). Then we may assume that 
yv y2 are both continuous at x± and xx and, in addition, thaty^x^^O, y^x^^O. 
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For, if 72(^i)=0(=ji(x1)) for example, then setting x=xx in (2) would give k=0; 
similarly for xv If now we had j2(x)^0 for xx<x<xl9 hence also for xx<x<xl9 

then by part (a), yjy2 would be strictly monotonie on [xl9 x^. This is impossible 
since yjy2 is zero at both endpoints of this interval. Hence j2(x2)=0 f° r at least 
one point x2 e (xl9 xx). Interchanging the roles ofyl9 y2 we see that y2 can have no 
other zeros on (xl9 x±) proving the separation theorem (b). 

The proofs of (c) and (d) are essentially the same, so we prove (c). Suppose that 
72(^)7^0 for xt<x<b9 hence for Xx<x<b. With no loss of generality we may 
assume that both y± and y2 are positive on (xl9 b). By (a), yjy2 is then a positive 
function which is strictly increasing on (xl9 b) since it is zero at xx. This clearly 
implies that y±(x)>Ky2(x) for a positive constant K and x^x{>xX9 proving the 
main part of (c). We postpone the examples for the last parts of (c), (d) and (e) 
to the end. 

To prove the main part of (e), note that if y2 has no zeros on (a, b)9 then by (a), 
yjy2 is either strictly increasing or strictly decreasing on (a9 b). Since y1(a) = 
Ji(&)=0, it follows as in (c) and (d) that either j2W=0[ji(x)] as x->b- or 
y2(x)=0[y1(x)] as x->a+. 

The proof of the theorem will be complete when we construct the (twelve) 
examples illustrating the variety of cases in parts (c)-(e). For (c) and (d) the two 
differential equations (with the general solutions indicated) 

(3) ((1 +x2)2y')'+2(l +x2)y=09 y = (A+Bx)(l +x2)~\ 

(4) ((1 +x2)y')''+4(1 +x2)~1y=09 y = A sin(2 Arctan x+B), 

are sufficient to give us our examples. For (c), we take xx=0 and b=xx= 00. Then, 
using equation (3), y1=x(l+x2)~1 has consecutive zeros at the nonsingular point 
xx and the singular point xl9 but j 2=(H-x 2) - 1 has no zeros on (0, 00) while 
j2(co)=0. On the other hand, using the same yt but taking j2=(l—^)(l+x2) -1 , 
we see that y2 has a single zero (at x=l) on (0, oo), with j>2(oo)=0. For the re
maining case of (c), we use equation (4) with jx=sin(2 Arctan x) which also has 
consecutive zeros at ^ = 0 , ^=00 , while y2=sm(2 Arctan x—77/2) has a single 
zero (at x=\) on (0, 00) with j2(°°)=l. Corresponding examples for (d) are 
obtained by replacing the interval (0, 00) by (— 00, 0) in the preceding discussion. 

For the six examples required by (e), we examine the four differential equations 

(5) ((l+x)*yy+lx-*y = 0, y = {xl(x+l)}1/2{A+Bln(xl(x+l))}9 

(6) {{\+x2)1+«yfy+2«.(l+x2yy = O, y = ( l + a V U + f l J " (l + f2)a_1 drj, 

(7) ((l+xV)'+(l+*2)~1J> = 0, y = A sin(Arctan x+B)9 

(8) (x1/2(l+x2)2y'y+3x1/2(l+x2)y = 0, y = (l+x2r\A+Bx1/2). 

In equations (5) and (8), we use (a, ô)=(0, œ), while in (6) and (7) we take 
(a, b)=(— oo5 00). (Note that x=0 is singular in (8) only because r(0)=0.) First, 

2 
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take y1={xl(x+l)}1/2ln{xl(x+l)} in (5), so that yx has consecutive zeros at 0 
and co; the solution y2={xj(x+\)}112 of (5) has no zeros on (0, oo] but has 
j 2 (0)=0. By making the trivial change of variable x=—t in (5), we obtain an 
example with (a, 6)=(— » , 0) in which y1={tl(t—1)}1/2 ln{f/(f — 1)} has con
secutive zeros at — oo and 0, while J2={*/(*—1)}1/2 has no zeros on [— oo,0) 
but has y2(0)=0. In equation (6) we assume that 0 < a < ^ (so the integral exists) 
and note thaty1=(l+x2)~a is a solution having consecutive zeros at — co and oo, 
while j 2 = ( l +*2)~a J*oo (1 +t2)a~1 dt has no zeros on (— co, co) but has j 2 ( ± co)=0. 
(In this case we note that all solutions of (6) have zeros at ± oo.) For equation (7), 
the solution j1=cos(Arctanx) has consecutive zeros at — co and co while y2= 
sin(Arctan x) has a single zero on (— co, oo) at x = 0 , and j 2 ( ± °°)= ± 1 . Equation 
(8) has the solutiony1=x1/2(l+x2)~1 with consecutive zeros at 0 and oo, while the 
solutiony2=(l—x1/2)(l+x2)~1 has a single zero on (0, co) at x=l and j 2 (G)=l , 
j2(oo)=0. For our final example, we return to equation (6) and note that for all 
a > 0 , J i = ( l + * 2 ) " a has consecutive zeros at - c o , oo while the solution j>2= 
(l+x2)~ a J* ( l+r 2 ) a _ 1 dt has a single zero on (— oo, co) at x=09 and has zeros at 
both singular endpoints. 

3. An application. The following theorem generalizes to noncompact intervals 
Lemma 1.4 of [1]. This lemma was used in [1] to obtain generalizations of Wir-
tinger's inequality. In a paper to appear [2], similar results are obtained on non-
compact intervals using Theorem 2. This theorem deals with a solution y± of (1) 
which has three consecutive zeros a, x, and b on an interval. The main point of the 
theorem is to replace the extreme pair of zeros a, b and the solution y± by an 
"equivalent" pair of zeros and a solution Y such that Y has no other zeros on 
(a, b), whereas y1 has an (interior) zero at x. 

THEOREM 2. Let r and s be continuous with r positive on (a, b) where 
— oo<a<6<co, and suppose the differential equation (1) has a solution } \ with 
consecutive zeros at a, x, b where a<x<b. Let u be a function which is continuous 
on [a, b] with u(a)=u(b). Then either every solution of (1) which vanishes at a 
point of (a, b) has only a single zero on {a, b) and zeros at both a and b, or there 
exists a solution Y of (I) and two points xl9 x2 with a<x1<x<x2<b (or a<x±< 
x<x2<b) such that u(x1)=u(x2), and 7 ^ ) = Y(x2)=0, while Y(x)^0 for any 
other points of (a, b). 

Proof. First we note that if a= — co, the hypothesis on u means that 
l i m ^ ^ u(x)=u(a) exists (finite), and equals u(b). Now, for each t e (a, x] denote 
by yt(x) the unique solution of (1) satisfying the initial conditions yt(t)=Q, 
y't(t)=l. Thus, for instance, y^(x)=c1y1(x) for some constant c^O. By parts (b), 
(c) of Theorem 1, if a<t<x, then yt(x) vanishes precisely once on (jc, b] and not 
at b if b is nonsingular, and vanishes either at b alone or at a single point of (x, b) 
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and possibly also at b if b is singular. In either case, we let T(t) denote the first 
zero ofyt to the right oft, so that x<T(t)<b always holds. By parts (b) and (d) of 
Theorem 1, yt(x) has no zeros on (a, x] except at x=t, while yt(a)j£0 if a is non-
singular, and yt(a) may be zero if a is singular. 

Either (i) T(t)=b for a<t<x, or (ii) there exists tx e (a, x) such that x<T(t)<b 
for a<t<tx and T(t)=b for t^tKx, or (iii) x<T(t)<b for a<t<x, but T(x)=b 
of course. To see that case (ii) is the only alternative to (i) and (iii), it suffices to 
note that if T(t0)=b holds for some t0 e (a, x), then b is necessarily singular for 
(1), and—by the separation theorem—if t G (t09 x) then yt{x)^ for x e (t, b); 
but then yt(b)=0 since yt must have a zero on (t, b] as noted above. Thus, if 
T(t0)=b, then T(t)=b must hold for t0<t<x which establishes the alternative (ii). 
Later we shall show that T(t1)=b must hold, so that case (iii) can be subsumed 
into case (ii), where now tx e (a, x]. (Note that t±=x always occurs when b is non-
singular, and may occur when b is singular.) 

We observe that (i) means that b is singular, and that every solution y of (1) 
(being a linear combination of yx and j>fo (a<t0<x)) has a zero at b. Moreover, if 
y vanishes at a point t e (a,x], then y=cyt for some c^0} so y has no other zeros 
on (a, b). Let y be a nontrivial solution of (1) which has a zero at a point x e (x, b); 
such solutions do exist. Then y has no zeros on (x, b) or on {x, x) by the separation 
theorem. Since y can have no zeros on (a, x] by what was just proved (otherwise y 
would be a multiple of some yt), it follows that y has precisely one zero on (a, b). 
Moreover, by part (d) of Theorem 1, y(d)=0. But then every solution of (1) is a 
linear combination of yx and y and so has a zero at a (as well as one at b). This 
completes the proof of the first alternative in the conclusion of the theorem. 

Turning now to the (enlarged) case (ii), we note that the function 7Ms continuous 
on (<z, fj); moreover, by the separation theorem Tis strictly increasing on {a, tx). 
It follows that l im^ a + r ( / )=^ i exists, with xKx^b, and that l i m ^ _ T(t)=b. 
To prove the second assertion, we note that the strictly increasing character of T 
on (a, t±), together with x<T(t)<b, implies that limt^ti_T(t)=b1 exists, and 
xKb^b. Suppose b±<b. Choose any x2 G (bl9 b) and let y be a nontrivial solution 
of (1) such that j (x 2 )=0. By the separation theorem (with j ^ ) , y has no other zeros 
on [x, b). However, for each t0 e (a, ^ ) , y must have precisely one zero, say ta, on 
(t0, T(t0)) since T(t^<blm This is impossible since if tx<ta«x), then x2=T(ta)=b 
which is not the case, while if /a<^i then either x2=T(ta)<bl or x2=b neither of 
which is the case. It follows that b1=b. Similarly, it now follows that T(t1)=b as 
asserted earlier. For if not, then T(t-Ù<b and hence \imt^ti_ T(t)<T(t^<b, a 
contradiction. 

In case x^x, we note that for any nontrivial solution Y of (I) which vanishes at 
a point x2 e (x, x j , we have Y(a)=0 but Y{x)j£§ on (a, b) except at x2. To prove 
this we note first that F(x)^0 on (x2, b) or on [x, x2) by the separation theorem. 
Moreover, Y{x)^ on {a, x) since if we had Y(t0)=0 for some t0 e (a, x), then 
the solutions yt(x) for a<t<t0 would have consecutive zeros at t and at T(t)> 
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xx>x2, contradicting the separation theorem. Finally, since a is necessarily 
singular when x±>x, it follows from part (d) of Theorem 1 that Y(a)=0, com
pleting the proof of the assertion. We note also in this case that every solution of 
(1) has a zero at a. 

Now, let u be any function which is continuous on [a, b] with u(b)=u(a). 
Suppose first that u(x)=u(a). In this case the second alternative of the theorem 
follows on setting xx=a, x2=x and Y{x)=y1{x). (In case u(x)>u(d) on (a,x) 
and u(x)<u(a) on (x, b), or vice-versa, it is clear that Y=ky1 is the only possible 
choice.) If u(x)^u(a)9 then without loss of generality we may assume that u(x)< 
u(a). If, in addition, u(a)<u{x^, it follows from the continuity of u that there is at 
least one point x2 e (x, xx] such that u(x2)=u(a). On taking xx=a and Y(x) to be 
any nontrivial solution of (1) which vanishes at x2, it follows from the last para
graph that Y(x1)=Y(x2)=0 and Y{x)yé0 for any other points of (a, b), while 
w(x1)=t/(x2) by the choice of x2. 

To complete the proof of the theorem, it remains to consider the case w(xx)< 
u(a) (and u(x)<u(a)). To handle this case, we define the function h by 

h(t) == u[T(t)]-u(t)9> a<t <x. 

h is continuous on (a,t±), and limt^t _T(t)=b=T(s) for t^sKx, while 
l i m ^ ^ T(t)=xv Hence, if we define h(a)=u(x1)—u(a), then h becomes continuous 
on [a, x] with h(a)<0, and h(x)=u(b)—u(x)=u(a)—w(x)>0. It follows that h has 
at least one zero on (a, x), say h(xx)=0. We now set x2=T(x±) and Y(x)=yx (x). 
Then Q=h(x1)=u(x2)—u(x1), while Y(x1)= Y(x2)=0 and Y has no other zeros on 
(a, b). Since a<x±<x<x2<b, the proof of the theorem is complete. 

REMARK 1. One easily sees that the theorem also holds in case u(a)= + oo=u(b), 
or w(a)=— co=u(b). In this case, however, the conclusion can be strengthened 
to a < x 1 < x < x 2 < 6 . 

REMARK 2. An identical proof yields a somewhat more general theorem 
applicable when u(b)^u(a). The hypothesis u(b)=u(a) may be replaced by u(b) = 
f[u(a)] where/is any function which is continuous on the range of the function u. 
The conclusion remains as before, except that the equation u(x2)=u(x1) is replaced 
by ttfra) =/[«(*!)]. 

REMARK 3. If either a or b is regular for (1), the first alternative of the theorem 
cannot occur. The example (6), with (a, x, b) = (-- oo, 0, oo), j 1 = ( l + x

2 ) a x 
Jo ( l + f 2 ) " - 1 * and u(x) = (l+x2)-1 with u{± oo)=0, shows that, in general, the 
first alternative of the theorem cannot be deleted. I do not know whether the case 
x±>x (or the case a < ^ < x ) can actually occur or not, but this does not affect the 
statement of the theorem. 
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