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Generalized second-order directional derivatives and optimality conditions

X.Q. YANG

The purpose of this thesis is to study generalized second-order directional deriva-
tives and generalized calculus for the class of C1'1 functions, that is, continuously
Gateaux differentiable functions with locally Lipschitz gradients, to develop second-
order optimality conditions for optimization problems with C1'1 functions and to ex-
plore optimization methods for solving such optimization problems.

A new generalized second-order directional derivative and a set-valued generalized
Hessian are introduced for C1'1 functions in Banach spaces. It is shown that this gen-
eralized Hessian is single-valued at a point if and only if the function is twice weakly
Gateaux differentiable. This generalized Hessian is contained in other recent gener-
alized Hessians and so it provides tight second-order necessary conditions. Moreover,
various connections between the generalized second-order directional derivatives and
the parabolic second-order directional derivatives are established for C1'1 functions.
These connections enable us to compare the corresponding second-order optimality
conditions. Chain rules for compositons of a C1'1 function and a strengthened twice
weakly Gateaux differentiable function and of C1'1 functions are derived. Generalized
Taylor's expansions are obtained and applied to establish second-order characterizations
of convex C1'1 functions.

Applications include the development of second order optimality conditions for un-
constrained, constrained and convex composite minimization problems and the study of
optimization methods where C1'1 functions are involved. Second-order necessary con-
ditions are obtained using first-order and second-order constraint qualification. Various
new second-order sufficient conditions of strict local minima are presented using gener-
alized Taylor's expansions. Convex composite minimization problems are studied where
the objective function is a composition of finite-valued or non-finite-valued convex func-
tion and a C1'1 function.

A generalized smoothing approximation method using a two-parameter approxi-
mation is examined for studying a nonsmooth composite problem. Error analyses axe
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established under some verifiable conditions. It is also shown how the point that satisfies
second-order necessary conditions of a constrained C1'1 minimization problem can be
calculated using extended exterior point methods. Second-order necessary conditions
for penalty functions are easily obtained using the established chain rules.
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