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Below-surface ice melt on the coastal Antarctic ice sheet
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ABSTRACT. In theJutulgryta area of Dronning Maud Land, Antarctica, subsurface
melting of the ice sheet has been observed. The melting takes place during the summer
months in blue-ice areas under conditions of below-freezing air and surface temperatures.
Adjacent snow-covered regions, having the same meteorological and elimatic conditions,
experience little or no subsurface melting. To help explain and understand the observed
melt-rate differences in the blue-ice and snow-covered areas, a physically based numerical
model of the coupled atmosphere, radiation, snow and blue-ice system has been devel-
oped. The model comprises a heat-transfer equation which ineludes a spectrally depen-
dent solar-radiation source term. The penetration of radiation into the snow and blue ice
depends on the solar-radiation spectrum, the surface albedo and the snow and blue-ice
grain-sizes and densities. In addition, the model uses a complete surface energy balance
to define the surface boundary conditions. It is run over the full annual cycle, simulating
temperature profiles and melting and freezing quantities throughout the summer and
winter seasons. The model is driven and validated using field observations collected
during the Norwegian Antarctic Research Expedition (;...rARE)1996-97.The simulations
suggest that the observed differences between subsurface snow and blue-ice melting can be
eXplained largely by radiative and heat-transfer interactions resulting from differences in
albedo, grain-size and density between the two mediums.

1. INTRODUCTION

Most of the Antarctic landscape consists of large snow-accu-
mulation areas where surface melting is non-existent under
current elimatic conditions. However, in the near-coastal,
blue-ice regions of Dronning Maud Land, below-surface
ice-melt features have been regularly observed as part of
recent Norwegian Antarctic Research Expeditions (NARE)
to theJutulgryta area (Winther and others, 1996).The melt-
ing phenomenon inJutulgryta was first surveyed in February
1990,during ~ARE 1989-90, and later studied using a Land-
satThematic Mapper (I'M) image recorded on 12February
1990 (Winther, 1993).The area was revisited for a period of
4 weeks during NARE 1993-94 (e.g. Boggild and others,
1995;Winther and others, 1996), and revisited again for
j weeks during NARE 1996-97.The study area is located at
71'24' S, 0°31'E, at approximately 150m a.s.!. (Fig. I). The
large grain-sizes in the blue ice of this area suggest that it is
old glacier ice that is reaching the surface due to a negative
mass balance. As such, this blue ice and the associated melt
features are similar to other Antarctic blue-icc areas located
in coastal regions and around nunataks (Van Autenboer,
1962;Paige, 1968;Orheim and Lucchitta, 1988;Bintanja and
Van den Broeke, 1995b).

TheJutulgryta area consists of gently rolling ice topogra-
phy having ridge-to-valley distances of 1-4 km and ridge-to-
valley heights of approximately 100ill. During winter, the
region appears to experience strong and persistent easterly
katabatic winds that generally keep the blue-ice surfaces

Fig. 1. Location of the .NARE study area in.Jutulglyta, Dmn-
ning l\1aud Land, Antarctica.

swept free of winter snow accumulations (Takahashi and
others, 1988;Van den Broeke and Bintanja, 1995a). These
blue-ice areas have important physical characteristics that
influence the local surface energy balance, meteorology and
climate (Bintanja and Van den Broeke, 1995a,1996;Van den
Broeke and Bintanja, 1995b;Bintal~a and others, 1997).The
combination of easterly winds and rolling ice-surface topo-
graphy leads to snowdrift-accumulation zones that form in
the lee of the ice hills during winter. These snow-covered
areas are found adjacent to the blue-ice fields in the form of
bands 500- 1000m wide and several km long (Fig. 2). In
Jutulgryta about 30% of the region is snow-covered.

The blue-ice areas of this region continually experience
below-surface melting during the summer months; this gen-
erally occurs while the air and snow- and ice-surface tem-
peratures are below freezing. The subsurface melting can
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2. MODEL DESCRIPTION

a. General model equations

(1)

(4)

(5)

(Pa), is

The following physically based model has been formulated
to describe the one-dimensional, time-dependent tempera-
ture and melting distributions within an ice sheet having
characteristics which allow penetration of solar radiation
into its upper layers. The formulation relies heavily on the
methods of Schlatter (1972),who developed a model to study
the subsurface temperature and melt profiles in Antarctica
using a broad-band (spectrally independent and constant
with depth) solar-radiation extinction coefficient. In addi-
tion, the current formulation makes strong use of the tech-
niques developed by Brandt and Warren (1993), who
modified Schlatter's methodology to include the spectral de-
pendence of solar radiation penetrating snow and ice.
Brandt and Warren (1993)conclude that this spectral depen-
dence is required to describe correctly the below-surface
energy exchanges. In addition, they suggest that significant
radiative heating differences can be expected under condi-
tions of pure dense snow compared to conditions of blue ice.

Energy is transferred through the snow/icc/water matrix by
conduction along grain boundaries, and by vapor diffusion
within pore spaces. In addition, this problem requires a
solar-radiative energy source term that varies with depth.
The general ice-temperature distribution and temporal
evolution arc described by the following one-dimensional
heat- transfer equation,

where'£ is the snow/ice temperature, z is the vertical coor-
dinate, t is time, Pi is the snow/icc density, Cp is the specific
heat of the snow/ice and q is the solar radiative f1ux.The
thermal conductivity of the snow/ice matrix, kj (VV m-1

K 1), is given by Sturm and others (1997):

ki = 0.138 - (1.01 x 1O-3pi) + (3.233 x 10-6pj2), (2)
where Pi is in units of kg m-3. While Sturm and others (1997)
argue that this thermal conductivity generally ineludes the
latent-heat transport across pore spaces due to vapor subli-
mation and condensation, they also demonstrate that there
is a significant thermal-conductivity temperature depen-
dence that is not represented by Equation (2). In order to
inelude this temperature inf1uenee, the latent-heat !lux coef-
ficient, kv , is introduced that accounts for water-vapor dif-
fusion within the air passageways, and is defined by

kv = DeLs desi , (3)
RvI; dI;

where Ls is the latent heat of fusion, and Rv is the gas con-
stant for water vapor. The water-vapor diffusivity, De
(m2 s-I), is given by Anderson (1976)as

(

14
-5 I;De = 9.0 x 10 --)

273.16

and the saturation vapor pressure over ice, esi

defincd according to Yfurray (1967),

. _ [21.87.5(Ti - 273.16)]e~l - 610.78exp --------- ,. '£ - 7.66

where I; in Equations (4) and (5) is in K.
For the condition where meltwater is contained within

Fig. 2. Oblique image of snow and blue-ice patterns inJutul-
g'.-yta. J.arge snow stripe in foreground is approximately
50U m wide ky 5km long. Snow bands are oriented perpen-
dicular to the easterLy (from top-Left corner) katahatic winds.

be eXplained largely by the interactions between the snow/
ice/water matrix and the near-surface radiation and energy
balances. The low scattering coefficients that exist in the re-
latively large-grained blue icc allow shortwave solar radi-
ation to penetrate the ice, thus providing a heat source
below the icc surface that is sufficient to warm and melt the
ice. Adjacent snow-accumulation arcas have much higher
scattering eoeflicients, and consequently limit solar-radi-
ation penetration. The surface energy balance keeps both
kinds of surfaces typically below freezing, and little surface
melting occurs. In contrast to the below-surface meltwater
produced in the blue-ice areas, below-surface melting in
the nearby snow areas is minimal.

The meltwater produced by this mechanism drains
within the blue-ice grain matrix and accumulates in lakes
which drain both from distinct discharge channels and
through the ice below. These meltwater-accumulation lakes
can be a few km across (vVinther and others, 1996),and they
lie upon ice that is approximately 500 m thick (personal
communication from]. 0. Naslund, 1997).Nearly all of the
observed melting activity in the blue-ice areas occurs at
least 1.') cm below the typically frozen upper surfaces.
Observed surface melting was generally confined to the
base of penitents which formed bcing the solar-noon sun
(Lliboutry, 1954;Winther and others, 1996).Even the lakes,
which in the summer months contain liquid water up to 1m
deep, are covered by up to 10cm ofice.

To help describe and explain the differences in melt-
related features observed in the blue-ice and snow-covered
areas ofJutulgryta, a physically based numerical model of
the coupled atmosphere, radiation, snow and blue-ice
system has been developed. The model comprises a heat-
transfer equation that ineludes a spectrally dependent
solar-radiation source term. The penetration of radiation
into the snow and blue ice depends on the solar-radiation
spectrum, the surface albedo and the snow and blue-ice
grain-sizes and densities. In addition, the model uses a com-
plete surface energy balance to define the upper snow and
blue-ice surface boundary conditions. The model is run over
the full annual cyele, simulating temperature profiles and
melting and freezing quantities throughout the summer
and winter seasons. The modeling system, and its validation,
makes usc of field observations collected during NARE
1996-97.
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the snow/icematrix, kj is replaced with kiw, according to the
formula

ary condition is determined by performing a full energy
balance at the surface in the form

(6) (15)

b. Radiation penetration

The solution of Equation (1) requires top and bottom
boundary conditions and initial conditions. The top bound-

where fw is the water fraction, kw is the water thermal con-
ductivity and kicc is the pure-ice thermal conductivity. A
similar procedure is used for Pi and Cp in Equation (1).

where A is the wavelength of the solar radiation, and QA is
the incoming spectral solar f1uxat the surface. The spectral-
f1uxextinction coefficient, riA, in terms of the single-scatter-
ing co-albedo, (1 - w), is given by

(16)dT I-' =0
dz Zmax '

where Qsi is the solar (short wave) radiation reaching the
surface of the earth, Qli is the incoming longwave radiation,
Qlc is the emitted longwave radiation, Qh is the turbulent
exchange of sensible heat, Qe is the turbulent exchang-e of
latent heat, Qc is the conductive energy transport and Qm
is the energy flux available for melt. Details of the formula-
tion for each term in this energ-ybalance are provided in the
Appendix, where each term in Equation (IS) is cast in a
form that leaves the surface temperature, To, as the only un-
known. Equation (15)is then solved for To, which is used as
the top boundary condition for Equation (1).By making the
modcl domain sufliciently decp to reproduce a temperature
profile that is independent of depth and time in the lowest
few meters of the domain over a filll annual cycle, the
bottom boundary condition is

where annual model integrations show this condition to be
valid at Zm""" = 15m. For each of the simulations considered
in this paper, initial conditions throughout the profile are
given by imposing a constant profile equal to the mean
annual air temperature, and then integrating the model,
starting on 1July, for 5 years using the same years' atmo-
spheric forcing data; at this stage the deepest ice tempera-
tures have reached equilibrium. The model integration is
continued for one additional year and the results are pre-
sented here. Equation (1),in cOl~unction with the boundary
conditions defined by Equations (15)and (16),is solved using
the finite control-volume methodology described by
Patankar (1980).For the model integrations presented in this
paper, the grid interval over the 15m vertical domain is
fixed at 3 cm. Because atmospheric forcing data which re-
solve thc diurnal cycle are not available, the model is run
using a 1day time-step. Inputs of observed daily-averaged
surface meteorological data are used, and thc daily-avcr-
aged incoming solar radiation is generated from computa-
tions of hourly values (see Appendix). We recognize that
resolving the diurnal cycle would allow a bcttcr representa-
tion of the surface f1uxes computed as part of the surface
energy balance, and that the diurnal variation of solar rad-
iation into the snow/ice matrix is an obvious feature of the
natural system. However, given that the surface-tempera-
ture boundary condition is below freezing, the below-sur-
face ice-melting problem generally reduces to a balance
between the relatively-slow-time-scale conductive processes
within the ice and the contributions of the solar-energy
source term (Equation (1)). In our formulation, the total
daily solar encrgy inputs into the snow/icc are the same
whether the diurnal cycle is resolved or not. Since a primary
aim of the current study is to resolve the seasonal cycle of
below-surface meltwater production in snow and blue-ice
areas (not the diurnal variations), we have assumed that re-
solving the diurnal cycle in the model simulations is not
required. As further justification for using this approach in
the current study, in a previous study testing the validity of
running ice-cvolution models at daily time-steps, the lake-
ice model of Liston and Hall (1995)was used to show that
simulations using an hourly time-step, with hourly data,
produce results that are quite similar to simulations using

(9)

(7)

(12)

(14)

q(z) = U - D.

dD = -aDdz - rDdz + rU dz,

[ 2] ~7],\ =!Jc (1 - g)(1 - w) + g(1 - w) ,

3 P 11V=--] --
4 Pice 7rrj3 '

where Pice is the density of pure ice.

The coefficients a and r are dependent upon the surface
albedo, 0', and the attenuation rate of the downward solar
flux, 7](z), given by

1 - 0' 2O'7](z)
a= --rl(z), T = -- (10)1+ 0' 1 ~ 0'2 .

Brandt and Warren (1993) define a downward bulk
extinction coefficient corresponding to 7](Z),

7](z) = _ ~ln{J QA exp[-7]A(Z + 6.z)] dA}
6.z J Q,\ exp[-7],\(Z)] dA ' (11)

The radiation flux penetrating the snow or ice, q, IS com-
puted using a two-stream approximation, as done by Schlat-
ter (1972).In this formulation, when the downward solar
f1ux,D, passes through a layer, dz, it is reduced by absorp-
tion and upward ref1ection, and enhanced by downward re-
f1ection of the upward f1ux U. Thus, the total change in
downward f1uxis

where a a~d r are absorption and ref1ection coeflicients, re-
spectively. Using-similar reasoning, the total chang-e in up-
ward f1uxis given by

dU=a,Udz+rUdz-rDdz. (8)

Equations (7) and (8) have the boundary conditions
D{O) = Qsi and U(zo) = 0, where Qsi is the solar radiation
reaching the surface, and Zo is the depth at which solar rad-
iation is no longer significant. The solution of Equations (7)
and (8) follows the numerical scheme outlined in Schlatter
(1972,appendix). The net solar radiative f1uxat level z with-
in the snow/ice is given by

where w is the single-scattering albedo, and 9 is an asym-
metry factor.The extinction coefficient, !Jc, is

!Jc = N7rri2Qext , (13)

where ri is the radius ofa snow/ice grain, Qext is the extinc-
tion efliciency, and the number of snow/ice grains per unit
volume, IV, is

c. Boundary conditions
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Fig. 3. Distributions if the extinction efficienc,v, Qext, the
single-scattering co-albedo, 1- w, and the a~vmmetryftctor,
g, as afunction of'wavelength and snow and icegrain-sizes
(vViscombe and Warren, 1980). Shown are values for grain
radii, T, rangingfrom 0.5 to IOmm, in steps of'O.5mm. The
0.35 mm curves used in the model simulations (not shown)
are similar to the 0.5 mm curves. (Data courtejy if S. G.
JYarren, UniversiU if l1/ashington, Seattle.)

at approximately 40 m a.s.!. (theJutulgryta research site is
approximately 85 km north ot~ 31."> km east of and lIOm
higher than the Neumayer station). A general comparison
was made between 1994-95 data from this station and the
limited meteorological data collected between 12 January
and 9 February 1997 at the Jutulgryta research site, Neu-
mayer was found to be moister and windier, and the average
l\'eumayer air temperature was found to be within IGC of the
averageJutulgryta temperature during this 4 week summer
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daily averages of the hourly data, and running the model at
a daily time-step.

As part of the model solution, the melting of icc and refreez-
ing of water are handled by a water-fraction computation.
Each model gridcell is assumed to have a water fraction
and an ice fraction that sum to unity. Snow/ice temperatures
computed above O°C are reset to O"C, and the temperature
difference is used to determine the melt energy and resulting
meltwater produced, expressed as a fraction of the grideell.
The temperature profile is then recomputed while forcing
the OCC temperatures to remain fixed. During the freeze-
up of gridcells containing a non-zero water fraction, com-
puted temperatures below O°C arc used to determine the
"cold-energy" available to freeze the remaining liquid. Addi-
tional "cold-energy" available after the liquid fraction has
been reduced to zero goes toward reducing the temperature
below O"c. This methodology conserves energy, while
maintaining the condition that liquid water existing in the
presence of ice cannot rise above O°c. As part of the model
formulation, the initially defined grain-size and density do
not change during the simulated melting and refreezing
processes, since it is assumed that such grain-evolution pro-
cesses are secondary to the conduction and radiation influ-
ences simulated by the general heat-transfer equation. An
additional model assumption is that, during a time-step,
any water flowing into the uphill side of a gridcell is
assumed to flow out of the downhill side. vVhile we recog-
nize this steady-state condition may not have held true
during the entire annual cycle, it was typical of what was
observed during the summer in the subsurface melting zone.

3. MODEL INPUTS

To solve the above system of equations, additional informa-
tion is required in the form of atmospheric forcing data,
snow and blue-ice property data and the distributions of
parameters describing the interaction between snow and
ice grains and solar radiation. The distributions of Qext, g
and 1 - w vary according to wavelength and snow/icc
grain-size (Wiscombe and Warren 1980). Figure 3 provides
distributions of these parameters for the range of grain-sizes
of interest in this study; for grain radii greater than 2.5mm,
these distributions were extrapolated by computing the
change in spacing between data distributions having radii
less than 2.5mm, and then extrapolating the spacing change
to the larger grain-sizes. In addition, the downward solar-
radiation spectrum reaching the surface, Q>.., must be
known. The solar-radiation spectral distribution reaching
the surface is defined by the Stackhouse and Stephens
(1991) two-stream, 256 spectral-band atmospheric radiation
model for the case of a cloud-free atmosphere, a surface
pressure of 980 mb and a solar zenith angle of 66°. The
resulting distribution is given in Figure 4. During the snow-
and icc-model simulations, Q>.. is defined by scaling the dis-
tribution given in Figure 4, with the broad-band solar radi-
ation reaching the surface, Qsi. The computation of Qsi is
discussed in the Appendix as part of the surface-energy-
balance formulation.

Atmospheric forcing data required to complete the full
annual integrations were obtained from the German Georg
von Neumayer research station, located at 70°40' S, 8.015' \V,

d. Liquid-water treatment

276
https://doi.org/10.3189/002214399793377130 Published online by Cambridge University Press

https://doi.org/10.3189/002214399793377130


1.8 . . . . . . . . . . . .

r--... 1.6
I" 1.4E
:t 1.2

"--'" 1
0 0.82

a 0.6
""'- 0.4-<a 0.2

0
0.3 0.6 0.9 1.2 1.5 1.8 2.1 2.4 2.7 3.0

wavelength (J.Lm)

Fig. 4. Downward solar spectrum reaching the suifaa, scaled
by the broad-band (total) solarflux at the surface. Data gen-
erated using the Stackhouse and Stephens (J99J) modelJor a
clear atmosphere, a surface pressure of 980 mb, and a solar
zenith angle of66". (Data courtesy of] r. lIarrington, Geo-
physical Institute, Universi£v of Alaska Fairbanks)

period. Of particular importance to the current study is
that both data sets suggest that summer air temperatures
can be consistently <U°G. In spite of the diHiculty in mak-
ing such a comparison for different years, the Neumayer
dataset has been assumed to be fairly representative of the
conditions found in Jutulgryta, and the only adjustment
made to the Neumayer data was to reduce the air tempera-
tures by I cC to account for the elevation difference. In light
of its more coastal location and distance from theJutulgryta
site, the use of atmospheric forcing data from Neumayer is a
significant approximation; unfortunately, no other suitable
dataset is available. The 365day, daily-averaged screen-
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height air temperature, relative humidity, atmospheric pres-
sure (not shown) and wind speed used to drive the model
simulations are provided in Figure 5.

To solve the surface energy balance, the cloud-cover
fraction is also required as input. Since this was unknown,
it was used as a parameter that could be modified to vary
the amount o[ incoming solar and longwave radiation
reaching the snow/ice surface. In the simulations discussed
herein a temporally constant eloud fraction of 0.5·1was used.
Comparisons of the monthly-mean, model-simulated in-
coming shortwave and longwave radiation with that
observed at the Neumayer station in 1994 95 are found in
Figure 6. VVhilewe recognize that the constant-cloud-cov-
er-fraction assumption deviates from reality, Figure Gsug-
gests that, for the purposes of this study addressing
processes assumed to be forced most strongly by the seasonal
cycle, this assumption is acceptable.

Snow- and icc-property data are also required by the
model. Field observations during NARE 1996-97 are used
to supply this information. The spectrally integrated albedo
was obtained from a combination of observations using
broad-band solar pyranometers and a portable spectroradi-
ometer (252 hands, 370-1110 nm). These instruments were
used over both snow and blue-ice areas, yielding representa-
tive albedos for each. Density and grain radii were meas-
ured as part of snow- and ice-pit excavations and analyses.
Densities were measured with fixed-volume snow tuhes
(522cm3

) and a spring balance. An example observed
snow-density profile is provided in Figure 7. The average
observed hlue-ice density of 800 kg m-3 was 50 kg m-:J lower
than the Antarctic blue-ice density measured by BintaI~a
and Van den Broeke (1995b). The snow and blue-ice grain-
sizes were measured by placing the grains on a mm grid
board and viewing them with a hand lens. These observed
property values are used in the model integrations and sum-

o
-10

-40
-50

100
90
80
70

60

50

~~ \ 1 "v
mean

mean 83.6%

s.d.

s.d. 7.9%

30
25

-o"O~ 20
.~ ~ en 15
~ g- E 10

'---"
5
o
JUL
1994

'mean

AUG SEP

9.1 m S-1

OCT NOV DEC JAN
1995

s.d. == 5.1 ms-'

FEB MAR APR MAY JUN

Fig. 5. Dai!,.;'atmospheric forcing used in the model simulations. Also shown are the mean and standard deviation (s.d.). Data
collected at the German Neumayer Antarctic researchstation, and made available as part of the World A1eteorological Organiza-
tion (f.j,TA10) World fVeather Watch Program (http.//www.ncdc.noaa.gov).
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flux extinction coefficient given by Equation (12) (Fig. 8).
Applying thc solar-radiation spectrum given in Figure 4
allows computation of the downward bulk extinction coeffi-
cient variation with depth, 7)( z), for the properties of snow
and blue ice (Fig. 9).This bulk extinction coefficient can be
combined with the surface albedo to compute the absorp-
tion and reflection coefficients given by Equation (10),thus
leading to a description of the solar-flux variation with
depth within the snow and blue ice (Fig. 10).Also shown in

F(g. 7 Rxample pit excavation displaying the vertical distri-
bution rifdensity and ice lenses in the snow areas. The observed
ice-lens thicknesses and vertical positions are shown, and the
densifV markers are data collected at 10 cm intervals.

Table l. Snow- and ice-property data used in the model simu-
lations

marized in Table 1. In the natural system, the albedo and
roughness differences between the snow and blue-ice sur-
faces are expected to lead to slightly different temperature
and humidity conditions in the atmospheric boundary layer
above the two surfaces. These diflerences, and the associated
local heat and moisture advection, are largely unknown
and assumed to be negligible in the current study. Applying
different values of densit y, grain radii and albedo for snow
and blue ice is the only diflerence between the two model
simulations presented in this paper.

Inputs of demit y and grain radii for snow and blue ice
allow computation of the wavelength-dependent, spectral-

Spectrally integ-rated albedo
Grain radius (n1ill ')

])ensity :kg n~ 3) ,

0.75
0.35
550

0.65
5.00
800

Fig. 8. Wavelength-dependent spectral flux extinction coiffi-
cient, 7)A, giuen by Equation (12),Jor snow and blue ice. The
bottom display provides an expanded view of the shorter wave-
lengths given in the top display.
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Fig. 9. Depth variation qfthe downward bulk extinction coef~
ficient, T)( z), given by Equation (l1),for snow and blue ice.

The surface energy balance is coupled to the snow/ice
below through the conduction term in Equation (15). Thus,
solution of the snow/ice heat-transfer equation (Equation
(1)) along with the surface energy balance yields a value for
each term in Equation (I.,)). Thc annual mean surface-
energy-balance components for the snow and blue-ice simu-
lations are givcn in Table 2. Thc dominant contribution to
the surface energy balance is the net shortwave radiation.
Figurc 6 shows the appropriateness of thc model simulation
for both incoming shortwave and longwave radiation. As an
additional comparison, King and Connolley (1997) list Neu-
mayer annual mean elimatologies, for incoming shortwave
and longwave radiation, of 116.7 and 218.6 W rn-2, respec-
tively. Due to the differences in albedo, the blue-ice surface
has greatcr nct shortwave radiation at the surfacc. Avcragcd
over the annual cycle, the surface temperature is slightly
higher ovcr blue ice than snow, leading to slightly greater
emitted longwave radiation. The Table 2 values of emitted
longwave radiation compare well with the 243.7\V m 2

observed Neumayer climatology given by King and Con-
nolley (1997). The resulting net radiation is positive for both
surfaccs, in contrast to the higher-latitude (74°34' S) and
lower-albedo (0.55) blue-ice study of Bintanja and others
(1997), who found a negative (-6.9 W m 2) annual radiation
balance. Thc latcnt-heat f1ux is strongly negativc, and of a
magnitude which suggests this study would benefit from
annual ablation measuremcnts. The surfacc conductive-
heat flux is towards the surface, with larger values for blue
icc, in response to the relatively high ice temperatures below.

Table 2. Annual mean surface-energy-balance components
from snow and blue-ice computations (positive values indi-
cate transport towards the surface)

9 10
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)
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Solution of the general heat-transfer equation, after includ-
ing the solar-radiation source term, produces temperature
and water-fraction distributions within the snow and blue-
ice media. The resulting tcmperature profiles far the snow
and blue ice are given in Figure II, where the solid lines rep-
rescntJuly---:January temperature profiles, and the dashed
lines represent February-June profiles; both are plotted at
30 day intervals. These profiles are taken from the final year
of a 6 year model integration, where the same annual atmo-
spheric forcing has been applied during all 6 years. As a con-
sequence, the zero-flux lower boundary condition has
allowed the simulations to come to equilibrium with the sur-
face forcing conditions, the internal thermal characteristics

4. COMPUTATIONAL RESULTS

Fig. 10. Net solarflux variation with depth within snow and
blue ice,non-dimensionalized by the broad-band (total) solar

.flux penetrating the surface. Also shown (solid dots) arefield
observations ofsolar flux, collected at 0.25 m depth, within the
snow and blue ice.

Figure 10 are field observations of the solar flux, collected at
25 cm depth within the snow and bluc icc. These obser-
vations were collected by digging a snow/ice pit, excavating
laterally into the pit wall and placing an upward-oriented
broad-band solar pyranometer at the roof of the lateral ex-
cavation. The pit was then filled in with the debris from the
excavation. Because of the disturbed snow/ice below the
sensor, this method modifies the radiation transport from
below, and thus modifies the backscattered radiation above
the sensor.To correct the sensor reading to simulate undis-
turbed below-sensor conditions, the two-stream radiative-
transfer model was run for the conditions of disturbed
snow/ice below the sensor (lower density and albedo), and
the resulting simulations, when compared to the undis-
turbed simulations, were used to scale the observed radi-
ation at 25cm to correspond to the undisturbed conditions
simulated by the model. While we recognize that this cor-
rection of the observations, by using the same model which
we arc comparing the observations to, has important defi-
ciencies, the observations are still of sufficient quality to
highlight the strong differences in solar-radiation extinction
for snow and blue ice suggested by the model; these differ-
ences would still be valid without the corrections, although
the magnitude ofthc values would he incorrect.

Spectrally integrated albedo
Incoming shortwave (:\V rn'L\

Reflected shortwave ivY m -2.:
:'kt shortwave ivY m~2) ,

Incoming longwave (v\l m-~'I
Emittedlong~"ave (W m -~, '
Net longwave (VYm-2)

Net radiation (VYm 2"

Sensible-heat flux IW'm-~)
Latent-heat flux ivV m-2) .

Surface conducti~e flux IvV m 2)

Snow
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0.6.5
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-24\.8
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Fig. 11. jVfodel-simulated temperature prifiles for the snow
( a) and blue ice (b). Solid lines represent temperature
prifilesfrom Ju£y- January, and dashed lines profiles from
Februar.r June; both areplotted at 30 day intervals.

and the solar penetration. Evidently, the blue ice has an
approximately 3.5°C higher deep-level temperature than
the snow, and the entire blue-ice profile is generally warmer
than the snow profile. During the warmest period, the snow
has a relatively small isothermal (OeC) region from 20 to
70 cm, while the blue ice has an isothermal region from 20
to 190 em. The warm-season temperature profiles in Figure 11
correspond very well with the temperatures measured in the
Jutulgryta area during NARE 1996-97. Figure 12 shows mid-
January snow and blue-ice temperature observations (mar-
kers) along with simulated temperaturc profiles, where the
modeled profiles are for the 20 day period (plotted at 10day
intervals) around the observations. A range of modeled
profiles is presented because the model is not simulating the
same year as the observations, The below-surface temper-
ature observations were collected using a vertical profile of
geometrically spaced temperature sensors. The sensors were
connected to a data logger and sampled hourly. Like other
researchers (e.g. Brandt and Warren, 1993; Boggild and
others, 1995), we had problems with radiative heating of our
below-surface temperature sensors. To minimize the impact
of this heating, the sensors were covered with a reflective foil,
and the data presented in Figure 12arc collected from night-
time observations when solar heating was at a minimum. As
seen in Figure 12,our sensors still read as high as +O.3cC in
the upper levels of the snow(ice.The general character of the
simulations compares well with the observations. \Vhile we

280

Fig. 12. Simulated (solid lines) and observed (markers)
snow and blue-ice temperature prifiles. Observations areJrom
mid-]anuar.y, and simulated prifiles areplotted at 10 day in-
tervals around that time. The bottom display is an expanded
view if the upper prifiles given in the top displa..v-

recognize that adjustments to the snow grain-size and(or
thermal diffusion coefficients could be made to produce an
improved fit for the snow data, such an exercise seems un-
warranted in light of the uncertainties with the observational
datascts. These observed temperature profiles are similar to
those measured by Boggild and others (1995) in this area in
1993-94.

The modeled summer temperature difference between
the surface and the below-surface maximum for both snow
and blue ice is 3-4°C (Fig. 12).This temperature differenee is
significantly greater than the 0.2cC reported by Brandt and
Warren (1993). The difference is, in part, the result of grain-
size differences between their simulations and ours; they
used a grain radius of 0.1mm, which introduces much high-
er scattering influences than the relatively large grains con-
sidered in our study. There are other important differences
between the simulations, two of which relate to the thermal
diffusion coefficients used by the two different models. The
latent-heat flux coefficient (Equation (3)) has a strong
temperature dependence, and while the simulations pre-
sented in this paper inelude periods quite elose to the freez-
ing temperature, the simulations presented by Brandt and
'Warren (1993) consider temperatures between -280 and
-20oG In addition, the thermal conductivity used in our
model (Equation (2)) leads to lower values than those used
by Brandt and Warren (1993). The solution of the general
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Fig. 13.Seasonal evolution ofwaterJractionfor snow (aj and
blue ice (b j, as a Junction of depth. Solid lines represent
water-fraction profiles prior to 15 January, and the dashed
lines prqJlles after 15 January; both are plotted at 10 day
intervals.

model). Lliboutry (1954) suggests that this melting at the
base of the penitents is a key factor in penitents formation.
vVcalso conclude that the second ice lens is an annual fea-
ture created in the snow-covered areas by the mechanisms
simulated by the model. Also shown in Figure 7 are ice
lenses at depths below the the 50 em level. \Ve assume these
lenses are features from previous years, although we have no
way to confirm this. Identifying annual layering is made
even more difficult by not knowing the annual winter snow
accumulation in the snow areas; in the blue-ice areas winter
snow accumulation appears to be very close to zero.

\Ve were unable, as part of our field observations, to
quantify the water fraction in the blue-ice areas; any excava-
tion in such an area would quickly fill with water. This pre-
sence of large quantities of within-ice meltwater was also
documented by Winther and others (1996).During ~ARE
1996 97, a subsurface ice-basin discharge channel was
observed to be transporting an average of 11750m3 d-1 of
water out of the study area over the period 22 January 8
February 1997.In addition, water-transport tracer studies
indicated within-blue-ice water movement over distances of
a few hundred meters. Thus, there is plenty of evidence that
meltwater was produced within the blue-ice areas. vVcdo
know that the water fraction was never great enough to re-
duce the structural integrity of the ice to the point that it
would collapse under a person's weight. Based on these
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heat equation accounts for influences from both solar radi-
ation and heat conduction, and any modification of the
thermal diffusion coefficients will lead to changes in heat-
transfer rates within the snow/ice, and thus changes in the
simulated temperature profiles. Brandt and Warren (1993)
also consider the steady-state conditions achieved after
10days of model integration time, while our runs arc time-
evolving. In addition, the surface and bottom boundary-
condition formulations arc different: they supply a surface
flux, while we supply a surface temperature based on the
surface fluxes, and they fix the lower boundary tempera-
ture, while we impose a zero-gradient lower boundary con-
dition. There are also differences in the solar spectrum used
in the simulations: theirs is computed for an atmospheric
pressure of680 mb, and ours is for 980 mb (thus, our absorp-
tion "windows" arc more pronounced). These differences
lead to subtle variations in the outputs of the two models,
making direct comparison difficult. Supplying our model
with inputs more consistent with Brandt and vVarren (1993)
for the simulation of a cold, fine-grained polar snowpack
(adjusting the air temperature, grain-size, density, albedo
and thermal conductivity) produces 0.5-1.50 C differences
between the surface and the below-surface maximum (the
value depends on the week chosen to look at the profile),
and we conclude that our findings are generally consistent
with theirs.

As part of the model solution, the fraction of water con-
tained within each computational gridcell is accounted for.
Figure 13shows the seasonal evolution of the water fraction
for snow and blue ice, as a function of depth. The solid lines
represent water-fraction profiles prior to 15January, and the
dashed lines represent profiles after 15January; both are
plotted at 10day intervals. Highlighted in Figure 13are both
the early-season increase in liquid water and the late-season
freeze-up of that water. As one would intuitively expect in
this system, Figure 13b shows that prior to 15January the
largest meltwater fraction is in the upper part of the melting
profile, because the ice below the melting profile is at a
much lower temperature than the ice above (Fig. lib). In
contrast, after 15January the largest meltwater fraction is
in the lower part of the melting profile, because the ice
above the melting profile is now at a much lower tempera-
ture than the ice below (Fig. lib). Thus, early in the melt
season most of the meltwater is produced high in the melt-
water profile, and during freeze-up the meltwater freezes
from the top down.

The blue-icc simulation shows a much greater meltwater
production than that found in the snow.This is qualitatively
consistent with our field observations. The snow simulation
indicates some meltwater production at about 50 cm depth.
This is also consistent with our snow-pit observations, where
we regularly observed ice lenses several em thick at about
this depth (Fig.7).These lenses were found to be continuous
throughout the length of 15m snow trenches, and our obser-
vations did not reveal evidence of meltwater percolation
columns that would indicate meltwater transport from
higher in the snowpack. Ice lenses occur frequently within
the snowpack, but their depths are quite variable, with a
first lens found at about 15cm, and the next found at depths
of 40-80 em (Fig.7). In light of these model results, we spec-
ulate that the first ice lens, about 15em from the surface, is
produced by radiation-trapping surface irregularities in the
form of penitents (Winther and others, 1996)which are gen-
erally about 10-15cm in height (not accounted for by the
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observations, we assume that the maximum water fraction
simulated by the model, approximately 25%, may be rea-
sonable. \Vc believe that this value probably represents an
upper bound, since "vater fractions greater than this would
likely reduce tbe ice strength beyond what we observed;
nothing we observed suggests that fractions greater than
this occur.

The temporal evolution of the total-column water thick-
ness for blue icc is given in Figure 14a. The slope of this curve
is the water flux, or the meltwater production (or meltwater
freeze-up if the values are negative), over the year (Fig. 14b).
Also shown in Figure 14b is the 15day running mean of the
water flux. This water flux can also be thought of as the melt-
water volume produced per unit area. As an additional val-
idation of the model-produced water traction, the ratio of
the observed ice-channel discharge to the model-computed
water flux gives a crude approximation of the meltwater-
contributing area. Thus, Figure l4b yields a mean water flux
over the discharge-measurement period of around
0.1cm d I. This, in combination with the average measured
discharge, suggests a contributing area of approximately
12km~. This value seems quite reasonable in light of our
knowledge of the surrounding ice topography and our
observations of below-surface water transport; our topo-
graphic datasets indicate that 100 km~ is too large because
of topographic divides and ridge-crest crevasses, and our
below-surface transport observations indicate that trans-
port distances of> 1km are likely, so 12km2 appears to be
the correct order of magnitude. Such an analysis would ben-
efit from running the subsurface melt model in a distributed
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sense, accounting for slope and aspect relationships, and by
developing methods to route the meltwater through the
"watershed" and into the discharge channel.

The annual simulated temperature evolutions in the top
2.5 m for snow and blue ice are found in Figure 15,which also
includes the water fraction, plotted using contours ranging
from 0.0 to 0.225 in intervals of 0.025. This figure shows the
higher temperatures and increased water quantities in the
blue ice, the duration and distribution of meltwater, and
the penetration of surface temperature variations.

The current study has found the wavelength-dependent
formulation for the bulk extinction coefficient to success-
fully reproduce observed subsurface melting in snow and
blue ice. It is more usual to apply a constant bulk extinction
coefIicient, which represents a significant simplification of
the wavelength-dependent formulation presented herein
(e.g. Schlatter, 1972; Bintanja and Van den Broeke, 1995b).
To test the added value of using the wavelength-dependent
formulation for the bulk extinction coefficient (Equations
(11 -]4)), the snow and blue-ice simulations were repeated
while applying a constant bulk extinction coefficient
(7]( z) = constant) of 6.1m ] for snow, and 3.3 m] for blue
iee. These values were chosen by adjusting the constant coef-
ficients until the maximum water fraction (Fig. 16) approx-
imately matched those given by the wavelength-dependent
simulations (Fig. J:l). While we eould have chosen these
values based on some other criterion, the general conclu-
sions would have been similar. For blue iee, the melting
depth simulated by the wavelength-dependent (Fig. ]3) and
constant-coefficient (Fig. ]6) formulations is about 1.7 and
l.lm, respectively. Our observations suggest that the 1.7m
value is more realistic (Fig. ]2). Associated with this melt-
ing-depth difference is a change in maximum meltwater
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Fig. 14. (a) Temporal evolution of total-column water thick-
nessfor blue ice. (b) "VVaterflux, or meltwater production (or
meltwater freeze-up if" values are negative), and 15dqV run-
ning mean,fir blue ice.

Fig. /5. Simulated annual temperature evolutions (grq
shades, °C) in the top 2.5 mfir snow (a) and blue ice (b).
.Also included is the water Jraction, plotted using contours ran-
gingJrom 0.0 to 0.225 in intervals ofOJJ25.
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5. CONCLUSIONS

A numerical energy-transfer model has been developed and
used to simulate the differences in solar-radiation extinction
profiles and below-surface melting between the snow and
blue-ice areas ofJutulgryta. The model accounts for the var-
iation of wavelength-dependent solar-radiation interactions
with snow and ice of varying grain-sizes and densities. This
formulation allows the basic and rcadily observed snow and
ice characteristics of surface albedo, grain-size and dcnsity
to be used as model inputs, leading to a description of the
penetration of solar radiation within the snow or ice. By
simply modifying these three parameters ('litble 1), the
model appears to capture the salient differences between

Fig. 16. Seasonal evolution ojwater fractionfor snow (a) and
blue ice (b), as afimction ofdepth,Jor the case oj vertical[y
constant bulk extinctl:on coifficients. Solid lines rejmsent
water~fraction profiles prior to 15 January, and dashed lines
profiles after 15 January; both areplotted at 10 dl1;Yintervals.

thickness from approximately 20 em (Fig. 14) to 12em (not
shown), and a change in final freeze-up date from early
April (Fig. 14)to mid-March (not shown). In addition to its
improved physical basis and improved results, a elear ad-
vantagc of adopting the wavelength-dependent formulation
is that the extinction coeHicients arc determined by three
easily measurable quantities: grain-size, density and albedo.
It is this feature that has allowed us to characterize the dis-
tinct differences in observed subsurface melting between the
snow and blue-ice areas ofJutulgryta.

ACKNOWLEDGEMENTS

The authors would like to thank S.\Varren for providing the
tables summarizing the grain-size-dependent and wave-
length-dependent values of extinction efliciency, asymmetry
factor and single-scattering co-albedo. In addition, we
thank]. Harrington for providing the solar-spectrum data-
set. This work could not have been completed without their
assistance. \Ve also thank R. Brandt and M. van den Broeke
for their insightful reviews of this paper. The participants in
~ARE 1996-97 are gratefully acknowledged for their role
in making the field program a success. This is publication
~o. 153of the ~orwegian Antarctic Research Expeditions.
This work was funded by the Norwegian Research CounciL

the observed meltwater production within the snow and
blue-ice areas ofJutulgryta; all other aspects ofthe simula-
tions are identicaL

\Vhile quite pleased with the model results, we recognize
that its formulation and implementation required numer-
ous simplifications of the natural system. For example, in
contrast to the single values used to define the basic model
parameters like density and grain-size, our field obser-
vations show a range in these values. The values chosen for
the simulations arc averages of these quantities. Other, less
general, values extracted from our observations could also
have been used in the simulations, all leading to similar
qualitative conelusions, while likely differing in detaiL In
light of our limited validation observations, it is difficult to
justify the usc of values other than those presented inTable I;
these values are consistent with other published obser-
vations obtained under similar conditions. The basic model
assumption that the snow or blue ice comprising the vertical
column is of uniform grain-size and density also deviates
from what is observed. In the natural system, there are high-
cr-densit y ice lenses, surface hoar and spatial variations that
are not accounted for in the modeL In addition, our obser-
vations suggest that the snow areas are actually snow-cov-
ered only to a depth of a few to sevcral mctcrs, and below
that dcpth is blue ice. As another example, the use of daily-
averaged solar radiation reaching the surface, instead of,
say, hourly valucs, is a crude approximation which we have
adopted since higher-temporal-resolution atmosphcric-for-
cing datasets are not available.

In spite of our model assumptions, our observations and
model integrations indicate that, evcn under conditions of
surface air temperatures consistently below freezing, snow
and ice melting below the surface can occur. This is the
result of a solar-radiation energy source present within the
snow and blue icc. The grain-size determines the wave-
length-dependent scattering properties, and the grain-size
and density determine the number of individual scatterers.
The albedo determines the energy available to interact with
the subsurface snow and icc. \Vhile this study has not at-
tempted to determine the extent to which this kind of blue-
ice melt process may take place in other Antarctic areas, it
does suggest that blue-icc areas having similar physical
characteristics and climate may be susceptible to subsurface
melting for the same reasons it occurs inJutulgryta.

Anderson, E. A. 1976.A point energ-y and mass balance model of a snow
cover. NOAA Jerh. Ref). NWS-19.
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To account for the scattering, absorption and reflection of
shortwavc radiation by clouds, the solar radiation is scaled
according to

and the solar azimuth, /1,with south having zero azimuth, is

. -1 (cos 8 sin T)/1 = sm --- (A7)sinZ .

(A3)

(A5)

(A6)

(A9)

(A8")

(AlO)QIi = (0.8 + 0.2o-c)o-Tr
4,

1= 8(0.3 - 0.1 cos Z)o-e

1dir = 8(0.6 - 0.2 cos Z)(1.0 - o-c)

where Zt is the topographic height, and x and yare the hor-
izontal coordinates. The terrain slope azimuth, ~, with
south having zero azimuth, is given by

~= 2 _ tan-1 (fJzt/&X)
2 &zt/&y

Energy transports towards the surface are defined as posi-
tivc.

The solar radiation striking the Earth's surface, includ-
ing the influence of sloping terrain, Qsi, is given by

Qsi = 5*(1dir cos i+ 1dif cos Z), (AI)

under the assumption that the angle between the direct
solar radiation and a sloping surface is given by i, and that
diffuse radiation impinges upon an arca corresponding to a
horizontal surface. The solar irradiance at the top of the
atmosphere striking a surface normal to the solar bcam is
given by 5* (=1370 Will -2) (Kyle and others, 1985), and
1dir and 1dif are the dircct and diffuse, respcctively, net
sky transmissivities, or the fraction of solar radiation that
reaches the surface. The solar zenith angle, Z, is

cos Z = sin 6sin ¢+ cos 6cos ¢cos T , (A2)

where ¢ is latitude, T is the hour angle measured from local
solar noon and 8 is the solar declination angle. It is approxi-
mated by

where ¢T is the latitude of the Tropic of Cancer, d is the
Julian Day, dr is the day of the summer solstice and dy is
the average numbcr of days in a ycar.

The angle i is given by (Pielke, 1984)

cos i = cos (3 cos Z + sin (3 sin Z cos(/1 -~) , (A4)

and the terrain slope, (3, is

for direct solar radiation, and

for diffuse solar radiation, whcrc o-c represents the cloud-
cover fraction, and e is a constant defined as 1.2 to providc
a best fit to the observed :"Jeumayer incoming shortwave
radiation (Fig. 6) (Burridge and Gadd, 1974).

The presence of clouds is accounted for in the computa-
tion of downward longwave radiation, QIi, and is given by
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APPENDIX

SURFACE ENERGY BALANCE

To determine the surface-temperature boundary condition
required to solve Equation (1), a complete energy balance,
given by Equation (15), is computed at the surface. In what
follows, each term in that cnergy balance is described.

where 0- is the Stefan-Boltzmann constant, and Tr is the
reference-level air temperature. As shown in Figure 6,
Equation (AID) correctly simulates the observed Neumayer
monthly valucs of downward longwave radiation for the
period considered. This formulation is similar to that dcter-
mined by Konig-Langlo and Augstein (1994), without the
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where 'f]* = 71/2. The bulk Richardson number, Ri, is

where 1/) = 5.3. Under stable atmospheric conditions
(Ri > 0),

exponential dependence on cloudiness; attempts to use their
formulation to match the Figure 6 observations required
much higher cloud-cover fractions (0.85)than the ones used
in this study (0.54),and that, in turn, produced a misrepre-
sentation of the model-simulated incoming solar radiation
(Fig.5).

The longwave radiation emitted by the snow/ice surface,
Qle, is computed under the assumption that snow emits as a
grey body,

(= 1/(1 + r7*Ri)2 , (A17)

(A18)

where To is the snow/ice surface temperature, and Es is the
surface emissivity, assumed to be 0.98.

The turbulent exchange o[ sensible and latent heat, Qh
and Qp, respectively, is given by

where ( is a non-dimensional stability function, and the
atmospheric pressure, Pr, is given by Neumayer station
observations. Dh and De are exchange coefficients [or sensi-
ble and latent heat, respectively,

2
D = K, Ur . (A )

h. c [In(zr / ZO)]2 ' 14

where Ur is the wind speed at re[erence height Zr, and Zo is
the roughness length for momentum, assumed to be equal to
10-4 m. In this application the heat and moisture roughness
lengths are assumed to equal that of momentum. The stabi-
lity function, (, is defined following the surface flux param-
eterization o[ Louis (1979).Under unstable atmospheric
conditions (Ri < 0), (modifies the turbulent fluxes through
the formula

(A19)d1; IQc = -ki-d '
Z z~o

where g is the gravitational acceleration, and the atmo-
spheric temperature gradient is computed using the refer-
ence-level air temperature and the sur[ace temperature.
Because of the non-linear character of the stability correc-
tion, the use o[ daily means to compute the turbulent fluxes
is expected to lead to errors in the flux calculations. \Vehave
assumed that some stability correction is still desirable, and
that this approximation is consistent with the other approx-
imations made within this modeling effort.

Heat conduction flux at the surface, Qc, is given by

where 1; is the snow/ice temperature, and ki is the thermal
conductivity of the snow/ice matrix. The required tem-
perature profile is computed [rom the general heat equation
for snow/icc (Equation (1)).

To solve the system o[ surface-energy-balance equations
for the surface temperature, the equations are cast in the
form f(To) = 0, and solved iteratively for To using the New-
ton·· Raphson method. In the presence of snow, surface
temperatures To > O°C resulting from the surface energy
balance indicate that some energy is available for melting,
Qrn. The amount of energy available is then computed by
setting the surface temperature to O°C and recomputing
the surface energy balance. A similar procedure is adopted
to compute the energy available to freeze, Qf, any liquid
water which may be present at the surface.

(All)

(A12)

(A13)

(A15)

(A16)

1]Ri
(= 1- 1 ,

1+ ilRil2
where 'f] = 9.4, and
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