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Abstract

Spanish–English bilinguals rarely code-switch in the perfect structure between the Spanish
auxiliary haber (“to have”) and the participle (e.g., “Ella ha voted”; “She has voted”).
However, they are somewhat likely to switch in the progressive structure between the
Spanish auxiliary estar (“to be”) and the participle (“Ella está voting”; “She is voting”). This
phenomenon is known as the “auxiliary phrase asymmetry”. One hypothesis as to why this
occurs is that estar has more semantic weight as it also functions as an independent verb,
whereas haber is almost exclusively used as an auxiliary verb. To test this hypothesis, we
employed a connectionist model that produces spontaneous code-switches. Through simula-
tion experiments, we showed that i) the asymmetry emerges in the model and that ii) the
asymmetry disappears when using haber also as a main verb, which adds semantic weight.
Therefore, the lack of semantic weight of haber may indeed cause the asymmetry.

1 Introduction

Multilingual speakers are able to switch from one language to the other (“code-switch”)
between or within utterances. For instance, a Spanish–English speaker might produce a sen-
tence such as “Los niños están playing in the front yard” (“The kids are playing in the front
yard”). Code-switching has been studied for decades by theoretical linguists and sociolinguists
(e.g., Bullock & Toribio, 2009; Lipski, 1978; MacSwan, 2014; Muysken, 2000; Poplack, 1980)
and more recently by researchers from other domains such as psycholinguistics (e.g.,
Dussias, 2003; Fernandez, Litcofsky & van Hell, 2019; Guzzardo Tamargo, Kroff & Dussias,
2016; Isurin, Winford & De Bot, 2009; Litcofsky & Van Hell, 2017; Toribio, 2001). These stud-
ies have revealed that code-switches do not occur randomly but follow systematic patterns. For
instance, as early as in the 1970s, Timm (1975) argued that Spanish–English bilingual speakers
do not switch between the subject or object pronoun and the verb (as in “ellos play” or “they
juegan”).

The aim of the current work is twofold. First, we present a novel method of researching
code-switched sentence production using computational cognitive modeling. To that end,
we employ the Bilingual Dual-path model (Tsoukala et al., 2017) that can produce sentences
in two languages, including code-switched ones. Second, using this method, we shed light on a
production phenomenon that has been observed in the Spanish–English-speaking community
in the US and is known as the “auxiliary phrase asymmetry” (Dussias, 2003; Guzzardo
Tamargo et al., 2016; Lipski, 1978; Pfaff, 1979; Poplack, 1980). This asymmetry is observed
in the frequency of Spanish-to-English code-switches at the participle in progressive and per-
fect structures. On the one hand, Spanish–English bilinguals rarely produce a code-switch
between the Spanish auxiliary haber (“to have”) and the participle. On the other hand, they
are likely, albeit only moderately so, to code-switch in the progressive structure between the
Spanish auxiliary verb estar (“to be”) and the participle. Thus whereas Sentence 1 is attested,
Sentence 2 is very infrequent and dispreferred:

1. Las personas están voting (The people are voting)
2. Las personas han voted (The people have voted)

Furthermore, a switch at the auxiliary (i.e., the first word that is switched is the auxiliary) is
approximately equally likely for both structures: “Las personas are voting”, “Las personas have
voted”.

The auxiliary phrase asymmetry has been found both in speech production and in reading.
With respect to speech production, several quantitative analyses of Spanish–English corpora
have reported code-switches at the participle in progressive sentences but none in perfect sen-
tences (Lipski, 1978; Muysken, 2000; Pfaff, 1979; Poplack, 1980). Guzzardo Tamargo et al.
(2016) performed a systematic analysis on two corpora: the Miami corpus (Deuchar,
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Davies, Herring, Couto & Carter, 2014) that contains spontan-
eous conversations, and a corpus extracted by Guzzardo
Tamargo et al. (2016) from entries of an online column in a
Gibraltarian newspaper (“Gibraltar corpus”), which contains fic-
tional code-switched written dialogue. As Table 1 indicates,
although switches are infrequent in either structure, the asym-
metry is reported in both corpora.

As Dussias (2003) pointed out, because a switch within the
auxiliary verb phrase is not a common phenomenon to begin
with, it is difficult to obtain sufficient evidence from corpus
data to establish whether the reported asymmetry is real. To
resolve that, she performed an eye-tracking-while-reading study;
she asked English–Spanish bilinguals to read Spanish-to-English
code-switched sentences that i) were either in the progressive or
perfect structure, and that ii) contained a switch either at the aux-
iliary (e.g., “La madre sabe que los chicos are going to the park”;
English translation: “The mother knows that the children are
going to the park”) or at the participle (“La madre sabe que los
chicos están going to the park”). The analysis showed that for
the perfect-form structures, participants took significantly longer
to read switches at the participle compared to switches at the aux-
iliary, whereas for the progressive-form structures they did not
show a significant preference for a switch position. Dussias con-
cluded that auxiliary verb phrase switches are processed differ-
ently depending on the structure.

Guzzardo Tamargo et al. (2016) also ran an eye-tracking-
while-reading study in which they confirmed the results reported
in the previous study (Dussias, 2003). Furthermore, Giancaspro
(2015) found evidence for the auxiliary asymmetry from an
acceptability judgment study. Specifically, he asked English–
Spanish bilinguals to rate the grammaticality of code-switches;
the participants rejected perfect participle switches and accepted
progressive participle ones, thus supporting the asymmetry.

Two (non-mutually-exclusive) explanations have been pro-
posed for this phenomenon; the “grammaticalization account”
and the “exposure-based account” (Guzzardo Tamargo et al.,
2016). According to the grammaticalization account, the source
of this asymmetry is the difference in semantic weight between
the auxiliary verbs. Namely, that estar has more semantic weight
and is syntactically more independent as it also functions as a
linking verb (e.g., “el enfermero está cansado”; “the nurse is
tired”), whereas haber is highly grammaticalized because it is
almost exclusively used as an auxiliary. The verb of possession
in Spanish is tener (“el enfermero tiene un libro”; “the nurse has
a book”), while haber is only used as an auxiliary verb or in
archaic formulations. The exposure-based account is an alterna-
tive hypothesis, which was suggested, but not attested, by
Guzzardo Tamargo et al.; it states that the asymmetry emerges
from community-supported practice: that is, bilingual speakers
learn the asymmetry from exposure to this pattern in the commu-
nity. In this study we focus on the grammaticalization account to
determine whether grammaticalization is a plausible reason why
the asymmetry emerged. In human bilinguals, exposure also
plays a role, as experience with the language influences produc-
tion patterns (e.g., MacDonald, 2013).

The grammaticalization account is difficult to test experimen-
tally with psycholinguistic methods, especially in production.
Common experimental paradigms for production studies, such
as shadowing (where participants repeat stimuli as quickly as pos-
sible, e.g., Lipski, 2019) or confederate priming (in which one of
the participants is in fact a confederate with a script, who provides
primes for the participant, e.g., Kootstra, Van Hell & Dijkstra,

2010), could perhaps confirm the presence of the auxiliary asym-
metry. However, to test the grammaticalization account in pro-
duction, which states the asymmetry is caused by the lack of
semantic weight of the Spanish auxiliary verb haber, we need to
know whether the asymmetry would persist if haber did have add-
itional syntactic and semantic functions and was used more fre-
quently, as in the case of the (main and auxiliary) English verb
“to have”. It is difficult to envision a traditional technique that
can test explicitly the role of semantic function of the Spanish
auxiliary verb. One could potentially employ artificial language
learning that mimics the acquisition and production of
code-switched Spanish and English progressive- and perfect-
forms. However, this would require a complex setting which
would be very challenging for the participants as it would entail
advanced learning of the two artificial languages.

Computational cognitive modeling, on the other hand, allows
us to make modifications to the vocabularies and the language
structures of the modeled languages while keeping everything
else the same, thus enabling us to focus on the phenomenon of
interest. In this study, we will showcase how we can use compu-
tational modeling to add and remove semantic weight from the
Spanish auxiliary verb, thus investigating whether the asymmetry
could be derived from the properties of Spanish and English. For
that reason, we have employed the Bilingual Dual-path model
(Tsoukala, Frank & Broersma, 2017), a connectionist model of
bilingual sentence production that produces code-switches (see
Section 3 for an explanation of the model).

The model is not exposed to any code-switched sentences; it is
only trained on English sentences and Spanish sentences.
Therefore, if this particular asymmetry emerges in the model it
will be due to the distributional patterns of the two languages
(as claimed by the grammaticalization account), in interaction
with the properties of the model, and not because of exposure
to the asymmetry (i.e., exposure-based account). Such a result
would show that the distributional patterns are, in principle, suf-
ficient to lead to the asymmetry.

To investigate whether the asymmetry can emerge in the
model and to test the grammaticalization account, we run three
sets of simulations. First, we simulate the production of participle
switches for the progressive and perfect structures; we hypothesize
that this simulation will produce more participle switches in the
progressive structure than the perfect one, thus exhibiting the
asymmetry. Second, we hypothesize that artificially adding
semantic weight to the Spanish auxiliary verb will make the asym-
metry disappear because it is caused by the lack of semantic
weight of haber. We explicitly test this in the second set of simu-
lations by using the Spanish main verb tener (“to have”) also as an
auxiliary verb. Third, we aim to test whether the asymmetry exists
due to the relatively low occurrence frequency of haber. Namely,
because haber only functions as an auxiliary verb for the perfect-
form sentences, it has lower frequency than the three other aux-
iliary verbs (be, have, estar) that are also used as independent
verbs. In the third simulation we correct for this confound.

2 Method

2.1 Obtaining corpus frequencies

As the occurrence frequency of the two structures of interest could
influence the asymmetry, we made sure that we used realistic rela-
tive percentages of the progressive and perfect structures for each
of the two languages in the Bilingual Dual-path model. To achieve
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that, we ran a corpus analysis on a Spanish–English corpus. We
analyzed the transcriptions of the Bangor Miami corpus
(Deuchar et al., 2014)1 that consists of 30 hours of spontaneous
and informal conversations between two or more speakers (84
speakers in total), living in Miami, Florida.

For each of the 56 conversations, we separated the sentences
into English only, Spanish only, and code-switched. The corpus
is predominantly English. There are 27,835 fully English sen-
tences (61.5% of the whole corpus), 14,631 fully Spanish sen-
tences (32.3% of the corpus), and 2,823 code-switched
sentences (6.2% of the corpus).

First, we extracted i) the progressive-form sentences that con-
tain the verb “to be” in the third singular person (“is” for English
sentences and “está” for Spanish) followed by a present-tense par-
ticiple, or by an adverb and a present-tense participle, and ii) the
perfect-form sentences that contain the third singular person of
the verb “to have” (“has” for English, “ha” for Spanish) followed
by an optional adverb and a past-tense participle. From the
English sentence candidates that were selected for the progressive
form, we excluded the ones that were used to indicate the future
form (“is gonna” and “is going to” followed by a verb, e.g., “it is
going to rain”). Then, we inspected each extracted sentence
manually and further excluded the ones that had been mislabeled
(e.g., “disgusting” in “is disgusting” was marked as a participle,
not a (participial) adjective, and is therefore not a progressive-
form sentence). The results are shown in Table 2: for English,
the progressive form is about twice as frequent as the perfect
form, whereas for Spanish the two forms are more balanced.
Furthermore, the simple form is considerably more frequent
than the progressive and perfect ones for both languages.

There are enough sentences of each type in the corpus to obtain
a somewhat reliable estimate of their frequencies. Therefore, these
percentages will be used to generate the corresponding structures
of the languages that the model learns (see Section 2.3).

2.2 Bilingual Dual-path model

Model architecture
The Bilingual Dual-path model2 (Figure 1; Tsoukala et al., 2017)
is an extension of the Dual-path model (Chang, 2002) of mono-
lingual sentence production3. The model is called Dual-path
because of its two pathways that influence sentence production:
the syntactic path that learns to abstract the syntactic patterns
of a language, and the semantic path that receives event semantic

information and learns to map concepts onto words. It is a com-
putational cognitive model based on the Simple Recurrent Neural
Network architecture (Elman, 1990), and it learns to produce sen-
tences given a message to be expressed (see Section 2.3 for an
explanation of messages and for an example of how a message
is given and is then expressed as a sentence).

We chose to work on and extend the monolingual Dual-path
model because the architecture has been employed to explain a
wide range of phenomena: for example, structural priming in
English (Chang, Dell & Bock, 2006) and German (Chang,
Baumann, Pappert & Fitz, 2015), and cross-linguistic differences
between English and Japanese (Chang, 2009). Importantly, previ-
ous studies using the Dual-path model have focused on semantic
weight effects; Chang (2002) simulated different types of aphasia
by testing the effect of syntactic-path or semantic-path lesions on
production of words with heavy vs no semantic weight (e.g., con-
tent words versus function words, heavy verbs vs light verbs).

Sentence production
As mentioned above, the model generates sentences that express a
given message. To express a message, the following items are pro-
vided to the model and influence production: the to-be-expressed
semantic roles (e.g., ‘AGENT’, ‘ACTION’) are connected to their
concepts (e.g., ‘DOG’, ‘SWIM’) and realizations (e.g., ‘INDEF’ for
an indefinite article). The relevant “event semantics”
(EVENT-SEM, e.g., ‘PRESENT’, ‘PROGRESSIVE’) and “target
language” (‘ENGLISH’, ‘SPANISH’) units are activated. For instance,
the model learns to express the message “AGENT=DOG, DEF;
ACTION=SWIM; EVENT-SEM=PRESENT, PROGRESSIVE” in

Table 1. Absolute and relative frequencies in the Miami and Gibraltar corpora. Values reported in Guzzardo Tamargo et al. (2016)

Oral corpus (Miami) Written corpus (Gibraltar)

Progressive Perfect Progressive Perfect

All code-switches 93 100% 28 100% 106 100% 150 100%

Switch at auxiliary 7 7.53% 3 10.71% 8 7.55% 14 9.33%

Switch at participle 7 7.53% 0 0.00% 8 7.55% 1 0.667%

Table 2. Absolute frequencies per language in the Miami corpus

Language Structure type n

English Auxiliary Structures 248

Perfect Present 81

Progressive Present 167

Simple Structures 2,451

Simple Past 722

Simple Present 1,729

Spanish Auxiliary Structures 187

Perfect Present 83

Progressive Present 104

Simple Structures 2,959

Simple Past 629

Simple Present 2,330

1http://bangortalk.org.uk/speakers.php?c=miami
2The model and the full training and test sets and simulation results can be found at

https://osf.io/ba5ru/.
3Independently from our work (Tsoukala et al., 2017), the original Dual-path imple-

mentation was used by Janciauskas and Chang (2018) to simulate bilingual processing,
and more specifically the age of acquisition effects in native Korean speakers of English.
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English as “the dog is swimming.” and in Spanish as “el perro está
nadando.”4. The language units are included as a means to exert lan-
guage control: a single language is activated in monolingual contexts
and both languages are activated in bilingual contexts.

When the model is given a message, it produces a sentence one
word at a time; the produced word (“output”) is considered the
one with the highest output activation. Each output word is sub-
sequently provided as input in the next time step, and it contri-
butes to the next word production.

Correctness of produced sentences
A produced sentence is regarded as correct if it is grammatical
and conveys the target meaning. In some cases, a sentence
could be grammatical but incorrect. For instance, if the target sen-
tence is “the mother is pushing a toy” it is grammatically correct
to produce the sentence “the tired mother is pushing a toy”, even
if the meaning is counted as incorrect because of the extra infor-
mation that was expressed. The same applies to incomplete
semantics (“the mother” instead of “the tired mother”); the sen-
tence is counted as incorrect but grammatical.

Code-switching
To allow the model to produce in either language or to
code-switch, when testing the model we manipulated the model’s
language control. Specifically, because we were interested in the
Spanish-to-English switch direction, we activated the Spanish lan-
guage at the beginning, before the production of the first word, so
as to indicate the conversational setting5 (intended language) and
to bias towards the production of Spanish utterances. Immediately
after the first word was produced, we activated both target

language nodes, thus allowing the model to continue in the
same language or to code-switch.

2.3 Miniature Languages

The sentences that the model learns to produce are derived from
miniature versions of natural languages. As we are studying the aux-
iliary phrase asymmetry that is observed in Spanish–English bilin-
guals, we focus on Spanish and English sentence production.
Hence, we generated sentences based on the relevant properties of
the two languages, constrained by the corpus analysis (Section
2.1). The advantage of using artificial (miniature) languages is that
we can manipulate their structural frequencies, and even grammar,
which in turn allows us to isolate and study the phenomenon of
interest. For instance, in the case of the auxiliary phrase asymmetry,
we can change the frequency and semantic weight of the Spanish
auxiliary verb haber and see whether the asymmetry persists (see
Section 3 for an explanation of this process).

Bilingual lexicon
The lexicon consists of 200 lexical items (Table 3): 91 English
words, 108 Spanish words, and the shared period (‘.’) which indi-
cates the end of the sentence. The Spanish lexicon is larger
because Spanish is a gendered language. For instance, the adjec-
tive ‘tall’ is either ‘alto’, if it modifies a masculine noun, or
‘alta’ for a feminine noun. We also used four common-gendered
Spanish adjectives such as ‘inteligente’ (‘intelligent’) that do not
change depending on the noun they modify. Note that syntactic
category information (such as ‘adjective’, ‘verb’) is not given expli-
citly; the model learns during training that words of the same syn-
tactic category occur in similar contexts.

Structures
For the two languages we used the present and past tense, and
three aspects: simple, progressive, and perfect. The past tense is

Fig. 1. The Bilingual Dual-path model generates sentences word-by-word that express a given message (see Section 2.3 for examples of messages). It is based on a
Simple Recurrent Network architecture (the syntactic stream, via the ‘compress’ layers) that is augmented with a semantic stream (upper path) that contains infor-
mation about concepts and their realization, thematic roles, event semantics, and the target language. The numbers in the parentheses indicate the size of each
layer (e.g., 52 concept units); the sizes of the hidden and compress layers vary with each model run (see Section 2.4). The solid arrows denote connections with
weights that change during training, whereas the lines between roles, realization, and concepts correspond to connections that are given as part of a
message-to-be-expressed (e.g., the AGENT is connected to WOMAN in a particular message). The dotted arrow indicates that once a word is produced, it is
given back as input thus contributing to the production of the next word.

4All sentences end with a period, even if this is not shown explicitly in the examples.
5Note that the sentences are produced independently from one another; the language

of the (last word of the) previously produced sentence does not influence the subsequent
sentence production.
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only used in simple aspect sentences (e.g., “the man swam”)
whereas the present tense applies to all three aspects. The allowed
structures for the two languages and all tenses and aspects are
Subject - Verb (SV) and Subject - Verb - Object (SVO) (Table 4).

The grammatical roles can be expressed using either a Noun
Phrase (NP) with definite (DEF) or indefinite (INDEF) article
(e.g., ‘the woman’, ‘a woman’). Additionally, the subject can be
expressed with a pronoun (PRON, e.g., ‘she’). NPs optionally con-
tain a modifier (an adjective, e.g., ‘a tall woman’). Note that in
English the adjective comes before the noun (“the intelligent
woman”) whereas in Spanish the modifier comes after the noun
(“la mujer inteligente”). As mentioned above, the model learns
all this through the training examples and not through explicit
syntactic labels.

The verbs are either intransitive (e.g., ‘swims’), transitive (‘car-
ries’), linking (‘is’, ‘está’) or possession verb (‘has’, ‘tiene’). The
two linking verbs (‘is’, ‘está’6) and the English possession verb
(‘has’) were also used as auxiliary verbs for the progressive and
perfect forms respectively. As mentioned before, the Spanish
perfect-form auxiliary verb is haber (‘ha’ in the 3rd person singu-
lar form), which does not function as a main verb. Following the
allowed structures, each verb had four forms: simple present, sim-
ple past, present participle and past participle.

Messages
The goal of the model is to express a specified message using a
grammatical sentence, such as one of the ones described above.
A message is represented by (a) a target language, (b) event-
semantic information, (c) pairs of thematic roles and concepts,

and (d) pairs of thematic roles and realizations (pronoun, def-
inite, indefinite) whenever applicable in the case of noun
phrases.

The target languages are ENGLISH and SPANISH. The event
semantics contain information regarding the aspect (SIMPLE,
PROGRESSIVE, PERFECT) and tense (PRESENT, PAST), as
well as the thematic roles that are used in each message.

The following simulations make use of 52 unique concepts and
five thematic roles: AGENT, AGENT-MODIFIER, PATIENT,
ACTION-LINKING, and ATTRIBUTE. The AGENT is only
paired with animate nouns. ACTION-LINKING is a combined
thematic role that can be used for all main verb types: action
(e.g., ‘shows’), linking (‘is’) and possession (‘has’). ATTRIBUTE
is an attribute expressed only with a linking verb.

Additionally, AGENT and PATIENT are not only connected
to concepts but also to their realization: pronoun (e.g., ‘he’ for
the concept MAN), and definite or indefinite article for concepts
that are expressed as a noun phrase (e.g., ‘the man’ or ‘a man’
respectively).

Message-sentence pair examples
To incorporate and illustrate all the information given above
(Lexicon, Structures, and Messages), here is an example of how
a message is expressed as a sentence:

AGENT=WOMAN, INDEF
AGENT-MOD=TALL
ACTION-LINKING=CARRY
PATIENT=BOOK, INDEF
EVENT-SEM=PRESENT, PERFECT, AGENT, AGENT-MOD,

PATIENT

Table 3. Parts of speech (POS) in bilingual lexicon (Spanish in italics)

POS n Examples

Verbs 66

auxiliary 4 is, has, está, ha

intransitive 32 walked, swims, nada

transitive 24 carries, pushed, lleva

possession 4 has, had, tiene, tenía

linking1 2 is, está

Participles2 56

progressive 28 eating, comiendo

perfect 28 eaten, comido

Nouns 52

animate 40 uncle, aunt, tío, tía

inanimate 12 pen, book, libro

Adjectives 26 busy, ocupado

Determiners 6 a, the, un, una, el, la

Pronouns 4 he, she, él, ella

1 Both overlap with the auxiliary verbs.
2 Nine of these have the same form as a verb; e.g., ‘walked’ is either a perfect participle or a
verb.

Table 4. Allowed structures for English and Spanish

Structure English example Spanish example

Present perfect

SV she has swum ella ha nadado

SVO a man has thrown the
key

un hombre ha tirado la
llave

Present
progressive

SV a happy dog is
running

un perro feliz está
corriendo

SVO the boy is carrying a
book

el niño está llevando
un libro

Simple past

SV the girl ran la niña corrió

SVO he threw a book él tiró un libro

Simple present

SV the grandmother
sneezes

la abuela estornuda

SVO the tall uncle kicks
the toy

el tio alto patea el
juguete

SVO (linking) the aunt is focused la tia está atenta

SVO
(possession)

the cat has a ball la gata tiene una
pelota

6The Spanish language has two linking verbs (estar and ser) that are commonly trans-
lated as ‘to be’ in English. For purposes of simplification, in the simulations reported here
we have employed only attributes that are expressed with the former linking verb, estar
(está in the 3rd person singular).
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The corresponding sentences in English and Spanish are:

a tall woman has carried a book

una mujer alta ha llevado un libro (word-by-word translation: “a woman
tall has carried a book”)

If the aspect was PROGRESSIVE instead of PERFECT, the
corresponding sentences would be “a tall woman is carrying a
book”; “una mujer alta está llevando un libro”. Similarly, for the
SIMPLE aspect, the corresponding sentences are “a tall woman
carries a book”; “una mujer alta lleva un libro”.

Linking verb messages are encoded using an attribute:

AGENT=GIRL, DEF
ACTION-LINKING=BE
ATTRIBUTE=TIRED
EVENT-SEM=SIMPLE, PRESENT, AGENT, ATTRIBUTE

and expressed as “the girl is tired” or “la niña está cansada”,
depending on the target language.

A message with a possession verb is encoded similarly to a
message with a transitive verb:

AGENT=GRANDFATHER, DEF
AGENT-MOD=SHORT
ACTION-LINKING=HAS
PATIENT=CHAIR, INDEF
EVENT-SEM=SIMPLE, PRESENT, AGENT, AGENT-MOD,

PATIENT

The preceding message would be expressed as “the short
grandfather has a chair” and “el abuelo bajo tiene una silla”.

Note that auxiliary verbs do not have an explicit concept and
are not assigned to a thematic role (e.g., for “has carried” the
ACTION-LINKING is CARRY). When “have” (or “tiene”) is
used as a possessive verb, as in the example above, the
ACTION-LINKING is HAS which indicates that the verb has a
semantic property. The Spanish auxiliary verb haber does not
function as a main verb and, therefore, has no semantic weight
in the model: it is never connected to ACTION-LINKING. This
is in contrast to the verbs “have”, “is”, “está”, which have semantic
weight (through a connection to ACTION-LINKING) when used
as main verbs.

2.4 Model training

Connectionist models have trainable connection weights that are
adapted during the learning process. During training, the net-
work sees examples (targets) of messages and sentences
(Section 2.3). Before training, the network produces random
words (e.g., “cat cat cat”). After each word has been produced,
the model receives feedback as to whether the word was correct
or not, and the connections change their weights depending on
the mismatch between the produced and the target word.
Gradually, through exposure to the examples, the model learns
to successfully express a message using the corresponding
sentences.

A set of training examples always contained 2,000 message-
sentence pairs. All three simulations (see Section 3) were trained
for 40 epochs, where each epoch corresponds to one pass through

the training set. The connection weights were updated using the
backpropagation algorithm after each output word.7

A number of random factors influence the message-to-sentence
production and the overall performance of the model. In order to
minimize the risk of choosing parameters that are either too spe-
cific (i.e., resulting in an effect that does not generalize) or
improper (i.e., causing failure or low performance in the overall
sentence production), we decided to train several networks per
simulation. Specifically, for each simulation we trained 60 different
networks (model runs) for 40 epochs while randomizing all free
parameters per network, as explained below, except the training
set size and backpropagation parameters.

The target message-sentence pairs (see Section 2.3 for exam-
ples of messages) are randomly generated before the training
starts, and the sentences are constrained by the set of allowed
structures (Section 2.3). For each part of speech (POS) a randomly
selected lexical item (from that POS and target language) is
sampled from the bilingual lexicon (Section 2.3).

As mentioned in the section on corpus analysis (Section 2.1),
the simple tense occurs considerably more frequently than the
progressive and perfect-form constructions. Since in the current
simulations we are mainly interested in the latter two forms, to
ensure the model encounters these forms sufficiently we increased
their percentage in the training set by downsampling the simple
form. At the same time, we made sure to keep the relative frequen-
cies of the progressive and perfect forms intact. The percentages
used to produce structures in the model are shown in Table 5.

Additionally, the percentage of English and Spanish varied
slightly: the goal was to simulate balanced bilinguals, but as it is
very unlikely that a human bilingual receives truly balanced
input, we sampled the percentage of English using a normal dis-
tribution with a mean of 50% and a standard deviation of 8, the
rest being Spanish. Importantly, the target sentences were never
code-switched.

Furthermore, the network’s connection weights were randomly
initialized from a normal distribution centered at zero, and the
(non-trainable) weights of the connections between the thematic
roles and the concepts (‘concept’–‘role’ and ‘predicted role’–‘pre-
dicted concept’, see Figure 1) were integer values that were sampled
for each simulation between the values of 10 and 20, whereas the
unused roles and concepts are not connected. These connections
are not trained. The size of the hidden layer was also random,
between 90 and 110 units, and the size of the compress layer was
set to roughly 77% of the size of the hidden layer.

3 Simulations

To test the grammaticalization account of the auxiliary phrase
asymmetry, we ran three sets of simulations, consisting of 60
model runs each.

3.1 Simulation 1: “haber model”

In the first set of simulations, we tested whether the auxiliary
phrase asymmetry can emerge only from the distributional patterns
of the two languages, which would indicate that exposure to the
asymmetry is not necessary to explain the phenomenon. To test

7Backpropagation (Rumelhart, Hinton & Williams, 1986) is a learning algorithm typ-
ically used in neural networks. In our simulations, the momentum was set to 0.9 and the
initial learning rate was 0.10 and linearly decreased after each training sample over 10
epochs until it reached 0.02.
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that, we trained the model (“haber model”) on 2,000 sentence-
message pairs using the generated examples described in Section
2.3 that contain progressive-, perfect- and simple-tense sentences.
We then tested it on 700 novel messages that had Spanish as a tar-
get language. Only Spanish messages are included because we are
interested in Spanish-to-English code-switches; therefore, we acti-
vated the Spanish language unit until the first word was produced,
after which both languages were activated, allowing the model to
continue in the same language or to code-switch. Of these 700 mes-
sages, 350 had a PROGRESSIVE aspect (e.g., “the boy is kicking a
ball”) and 350 were the PERFECT-form equivalent of those sen-
tences (“the boy has kicked a ball”). We hypothesized that the
model would display the auxiliary phrase asymmetry even though
the phenomenon was not present in the training data; as men-
tioned before, the model was not exposed to any code-switched
sentences during training.

3.2 Simulation 2: “tener model”

In the second simulation we tested explicitly whether adding
semantic weight to the Spanish auxiliary verb (i.e., haber)
would diminish the asymmetry. This was done by taking advan-
tage of the fact that the model’s training set is generated and can
therefore be manipulated. To increase the semantic weight of the
Spanish auxiliary verb, we modified the Spanish main verb (tener)
of the model to function both as a main verb and an auxiliary (i.e.,
similar to English, which uses the verb “to have” both as a main
verb and as an auxiliary verb: “the boy has a dog”; “the boy has
left”). More specifically, we trained the model (“tener model”)
with the same training examples as in the “haber model” simula-
tions, with the only difference that we replaced all instances of
haber with tener. For instance, “el niño ha comido” (i.e., “the
boy has eaten”) became “el niño tiene comido”. We kept every-
thing else the same as in the “haber model” (the 700 test mes-
sages, initialized weights, all the layer sizes, and even the
lexicon size, even though haber was no longer used, were identi-
cal), and we ran 60 networks using the modified target sentences.
Because in this simulation tener is used both as an independent
main verb with semantic content and as an auxiliary verb, we
hypothesized that this model would not show the asymmetry.

3.3 Simulation 3: “synonym model”

Finally, we ran a third simulation to control for the frequency
increase of tener which was caused by using it also as an auxiliary
verb in the previous model compared to the first model. To make
sure that a potential disappearance of the asymmetry in the “tener
model” is not simply due to the increase of exposure of tener, we
made haber and tener perfect synonyms (“synonym model”).
Either could be used as a main verb or an auxiliary verb, whereas
we kept the frequency of each verb the same as in the “haber
model”. Once again, we also kept everything else the same as in
the “haber model”. If the “synonym model” shows the asymmetry,
this will indicate that the asymmetry in the “tener model” disap-
peared because of the increase in the auxiliary verb frequency and
not because of the added semantic weight.

4 Results

All three simulations achieved a similar performance on the pro-
gressive and perfect test sentences (see Table 6). All 1000-sample
bootstrapped 95% Confidence Intervals reported in this Table and
the following figures were calculated over the percentages from
each of the 60 model runs.

For each simulation, we ran a logistic mixed-effects regression
analysis comparing the percentage of progressive and perfect
switches at the last (40th) training epoch; the analyses include a
by-model-run random intercept and a slope of sentence structure
(coded as .5 for the perfect structure and +.5 for the progressive
one), but no by-sentence random effects because test sentences
differ between model runs. Comparisons between simulations
were performed by including the factor simulation (dummy
coded with “haber model” as the reference level) and the inter-
action with sentence structure; this analysis also included a ran-
dom slope of simulation8.

4.1 Simulation 1: “haber model”

Importantly, the “haber model” clearly produced the auxiliary
phrase asymmetry, as hypothesized. Figure 2a shows the average
percentage of Spanish-to-English participle switches over 60
model runs for correctly produced sentences per structure (pro-
gressive and perfect). The model output showed a strong prefer-
ence for progressive participle switches over perfect participle
switches: at the last training epoch, 2.34% of all correctly pro-
duced progressive-form sentences had a switch at the participle
whereas only 0.60% of the correctly produced perfect-form sen-
tences had a switch at the participle. The logistic mixed-effects
regression analysis showed the difference to be statistically signifi-
cant9 (b = 1.13; z = 3.25; p < 0.02).

Figure 3 shows the percentages of code-switches at the auxil-
iary verb and at the participle for the progressive and perfect
structure. A probability of a switch at the auxiliary verb was not
significantly different between structures, and a participle switch
for the perfect structure was the least preferred switch point.
For both structures, the simulations showed a clear preference
for a switch at the auxiliary position over the participle one
(10.77% progressive-auxiliary switch vs 2.34% for progressive-

Table 5. Structure frequencies in the model training sentences

Language Structure type Percentage

English Auxiliary Structures 62%

Perfect Present 20%

Progressive Present 42%

Simple Structures 38%

Simple Past 6%

Simple Present 32%

Spanish Auxiliary Structures 62%

Perfect Present 27%

Progressive Present 35%

Simple Structures 38%

Simple Past 6%

Simple Present 32%

8All regression analyses were performed using the R package lme4 (Bates, Machler,
Bolker & Walker, 2015). The exact script can be found at https://osf.io/yn8e9/

9This effect was not caused by the higher frequency of progressive relative to perfect
structures; it also appeared when the two structures occurred with equal frequency
(Tsoukala et al., 2019).
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participle switch and 9.01% perfect-auxiliary switch vs 0.60% for
progressive-participle switch). However, the probability of a
switch at the auxiliary was not significantly different between
the progressive and perfect structures (b = 0.11; z = 0.93; p > .3).10

4.2 Simulation 2: “tener model”

When tested on the same 700 messages, the auxiliary phrase
asymmetry all but disappeared. The output of the “tener
model” (that substituted the original Spanish auxiliary verb
from the “haber model” for one with more semantic weight)
showed at best a small (non-significant) preference for progressive
participle switches over perfect participle switches (1.30% vs
0.77% in the last epoch; Figure 2b). This difference is not statistic-
ally significant (b = 0.10; z = 0.37; p > .7) and is significantly smal-
ler than in the “haber model” (interaction between sentence
structure and simulation: b = 1.05; z = 5.26; p < .0001).

4.3 Simulation 3: “synonym model”

Finally, when tested on the same 700 messages, the “synonym
model”, which controlled for the frequency increase of the auxil-
iary verb in the “tener model”, did not show a preference for pro-
gressive over perfect participle switches either (1.13%
progressive-form participle switches vs 1.03% perfect-form parti-
ciple switches; Figure 2c). This difference is not statistically sig-
nificant (b = 0.48; z = 1.30; p = 0.19) and is significantly smaller
than in the “haber model” (b = 1.62; z = 8.75; p < .0001).

5 Discussion

All three simulations support the hypothesis that the asymmetry
can be caused by the lack of semantic weight of the Spanish aux-
iliary verb haber “to have”. The “haber model” exhibited the aux-
iliary phrase asymmetry; adding semantic weight to the Spanish
perfect-form auxiliary verb (“tener model”) was enough to
make the asymmetry all but disappear. If the reason that the effect
became significantly smaller in the “tener model” was the fre-
quency increase of the auxiliary verb, we would have expected
the “synonym model” to produce a similar pattern to the
“haber model”. In the third simulation, when controlling for
the increase in the frequency of the Spanish auxiliary in the

second simulation, the “synonym model” did not show a prefer-
ence for progressive participle switches either, thus further sup-
porting that the lack of semantic weight of haber can cause the
asymmetry.

Table 6. Performance (percentage of test sentences with correct meaning) of
the three models at the last epoch. The numbers in the brackets show the
bootstrapped 95% Confidence Interval.

Progressive Perfect Total (average)

haber 89.5%
[85.4, 91.6]

87.1%
[83.1, 89.3]

88.3%
[84.2, 90.5]

tener 90.9%
[88.0, 92.3]

89.8%
[87.9, 91.2]

90.4%
[88.1, 91.7]

synonym 90.8%
[88.7, 92.3]

87.2%
[84.5, 89.1]

89.0%
[86.8, 90.7]

Fig. 2. Percentage of Spanish-to-English participle switches (computed over 60 net-
work runs per simulation and over the course of network training) of the correctly
produced sentences per structure in the three simulations (top: “haber model”; mid-
dle: “tener model”; bottom: “synonym model”). Shaded areas show the boot-
strapped 95% Confidence Interval.

10The switch location (auxiliary vs participle) is not an independent variable; there-
fore, there is no interaction between location and structure to be tested. However, whether
the effect of structure differs between locations can be ascertained by comparing the con-
fidence intervals around structure effect sizes. These are (-0.12, 0.35) and (0.45, 1.82) for
auxiliary switches and participle switches, respectively, indicating that the effect sizes dif-
fer between locations.
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The probability of a switch at the auxiliary verb for the pro-
gressive structure did not differ significantly from the probability
of a switch at the auxiliary for the perfect structure. Furthermore,
a participle switch for the perfect structure was the least preferred
switch point; both patterns reflect prior experimental and corpus-
based results (Guzzardo Tamargo et al., 2016). However, unlike
these corpus results, in the progressive structure the simulations
showed a clear preference for a switch at the auxiliary position.
This indicates that the model does not capture the finding that
in the corpora (Table 1) there is no preference between an auxil-
iary and a participle switch in the progressive structure. This dis-
crepancy between model results and corpus data could be
attributed, for instance, to the limited number of structures
used in the simulations.

In this study we have only focused on the grammaticalization
account. We speculate, however, that, even though in bilinguals
the asymmetry is likely driven by grammaticalization, the overall
switching patterns are reinforced by exposure to code-switched
speech in the community (as claimed by the exposure-based
account discussed in the introduction). In principle, the model
should be able to simulate exposure-based explanations as well,
by running second-generation simulations that receive as target
the code-switched sentences of the first simulations. We expect
that in this scenario the amount of overall code-switching will
increase. Furthermore, we hypothesize that the perfect-form
participle-switch will become even less frequent over time.

Previous literature on code-switching (e.g., Pfaff, 1979 and
Poplack’s 1980 Equivalent Constraint) has argued that
code-switching can only occur at points where the surface word
order of the two languages is the same. Similarly, grammatical
constraints on code-switching from a generative framework
(e.g., Functional Head Constraint, Government Constraint) like-
wise make broad generalizatons on which syntactic junctures
code-switches cannot occur (i.e., no code-switches between an
auxiliary verb and a main verb). The findings reported here, as
well as in Dussias (2003) and Guzzardo Tamargo et al. (2016),
have shown that such constraints are not enough to explain the
code-switching patterns; the auxiliary phrase asymmetry seems
to exist because of differences in the semantic weight of the aux-
iliary verbs, despite the fact that the structures have the same

syntactic patterns. Therefore, it seems that even though syntax
and word order play a role in the places where code-switching
can occur, they are not the only factors governing code-switching.

As is the case with every research method, using computa-
tional cognitive modeling has certain limitations. First, the lan-
guages used in the simulations are miniature, and therefore
artificial, which could be seen as a disadvantage of this research
method. However, using a miniature language is also an advan-
tage as it allows us to remove any confounding factors and to
focus on the phenomenon of interest. More importantly, it
gives us the unique opportunity to manipulate the languages
that the model learns (i.e., the lexicon and/or structures) and to
investigate whether changes in the language lead to different
code-switching patterns. For instance, in this paper we show
that the asymmetry disappears when the Spanish auxiliary verb
haber is the same as the main verb “to have” and therefore has
semantic weight like its progressive-form auxiliary verb equiva-
lent. Second, connectionist models can produce different patterns
depending on the generated training sentences and the connec-
tion weights that are assigned before the learning starts. It is there-
fore important not to report on a single model run, nor to
hand-pick free parameters that produce the results we would
like to see. In this work, we showed that the result is robust by
running three separate simulations using 60 networks for each
while randomizing (within fixed ranges) all free parameters and
the target message-sentence pairs.

The simulations’ goal was to test whether the lexical-syntactic
distribution patterns of Spanish and English can lead to the aux-
iliary phrase asymmetry, and the simulations have provided evi-
dence that it can indeed. We do not claim to (and did not aim
to) know what mechanism drives the asymmetry in the models’
output. We speculate, however, that having a higher semantic
weight, as in the case of the Spanish and English verbs “to be”
(“is”, “está”), leads to more possible upcoming words.
Subsequently, this leads to the activation of more output word
candidates; the most activated word is less reliably the correct
Spanish word, thus increasing the probability that the most acti-
vated word is the English translation. The Spanish auxiliary verb
haber, on the other hand, only has one sense and a very restricted
context, as it can only be followed by a participle, thus allowing
for fewer options to code-switch.

6 Conclusion

We tested whether the auxiliary phrase asymmetry in Spanish–
English code-switching could be derived from the properties of
the two languages. The “haber model” simulated the attested asym-
metry, and the “tener model” showed that this could be attributed
to the fact that the Spanish auxiliary haber has only a limited,
dependent syntactic function (i.e., is more grammaticalized) and
is not used as frequently as the English equivalent (“have”). The
follow-up model (“synonym model”) used haber and tener as syno-
nyms, and confirmed that the lack of asymmetry in the “tener
model” can be attributed to the syntactic independence of the
modified auxiliary verb and not to its increased frequency com-
pared to the “haber model”. The three simulations thus confirm
that grammaticalization could be responsible for the asymmetry.

Importantly, we showed that using computational cognitive
modeling we can test hypotheses that cannot be experimentally
tested in humans, such as changing the function of the Spanish
auxiliary verb and observing whether the auxiliary phrase asym-
metry persists. We made the grammaticalization hypothesis

Fig. 3. Percentage of code-switches at auxiliary and participle for the progressive and
perfect structures in the “haber model”, computed over 60 network runs. Shaded
areas show the boot-strapped 95% Confidence Interval.
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testable in the model, and showed that indeed the difference in
semantic weight between estar and haber can cause the observed
phenomenon, in line with the grammaticalization account.
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