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ON UNBIASED ESTIMATION OF A 
VECTOR PARAMETER 

BY 

K. L. MEHRA AND P. V. RAMACHANDRAMURTY 

1. Summary. It is shown in this paper that Rao's criterion of comparing two 
unbiased estimators on the basis of definiteness of the difference between their 
dispersion matrices is equivalent to Cramer's criterion based on their concentration 
ellipsoids. When the estimators have normal distributions it is shown that both the 
criteria have a desirable property in terms of the probabilities of the estimators 
lying in ellipsoids with the parameter point as the center. 

2. Criteria for comparison. Let X=(A r
1 , . . . , Xn)' be a random vector with 

distribution function Fx(x')=Fx(xl9. . . , xn) an element of the family {FX:X e A}, 
where A may be an abstract index set, and consider the problem of estimating a 
vector parameter 8=0(A)=(0 1 , . . . d^)\p>\) on the basis of X. For the case 
p=l, namely, when 0 is real, one criterion of a "good" estimator commonly used 
is that it be unbiased and of uniformly minimum variance. (If for a given problem 
a uniformly minimum variance unbiased estimator does not exist, then of any two 
unbiased estimators the one with the smaller variance is preferred.) The former 
has obvious justification and the latter is justified on the following two grounds : 
Firstly from the decision theoretic point of view variance is the risk corresponding 
to the "squared error" loss function. Secondly, in the important case when two 
unbiased estimators have normal distributions the one with the smaller variance 
has larger probability of lying in any interval containing the true parameter value 
0. In the same strain, for comparing unbiased estimators of a vector parameter 6 
(i.e.,;?>l), three criteria have been commonly employed in literature, which will 
be referred to in the sequel as Cramer's Criterion (CC), Rao's Criterion (RC) and 
Wilk's Criterion (WC): Let 8i=((511, <$12,. . . dl9)' and 82=((521, <522,. . . <J2P)' be 
two unbiased estimators for 0 with finite dispersion matrices 2X and 2 2 , respec­
tively. Suppose that both 8i and 82 have nonsingular distributions. Let > ( ^ ) be 
read as "better than" ("at least as good"), | 2 | as the determinant of 2 and let 
£ , ~ { x : ( x - e ) , S 7 1 ( x - e ) < j p + 2 } , / = 1 , 2 . Following Cramer [1], we shall call 
( x - 6 ) ' Z 7 1 ( x - 8 ) = p + 2 , the concentration ellipsoid of 8,, i= 1, 2. (If K>0 and M 
is a positive definite (p.d.) matrix, then (x—6)'3Vl(x —d)=K always defines an 
ellipsoid (see [4, p. 407]). E1 will be said to be strictly contained in E2 if x e Ex 

implies that x belongs to the interior of E2. 
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CC. Cramer's Criterion 8 1^8 2(8 1>S 2) iff E1 is contained (strictly contained) in 
E2. (See [1, pp. 283-285].) 

RC. Rao's Criterion S i^8 2 (8 1 >8 2 ) iff (Z2—Zx) is positive semi-definite 
(positive definite). (See [2].) 

WC. Wilk's Criterion 8x>82 ((5i>(52) i f f |S 1 |< |S 2 | ( |S 1 |< |S 2 | ) . (See [5].) 
flEil is known as the generalized variance of 8x etc.) whereas it is common 
knowledge that both Cramer's and Rao's criteria imply Wilk's criterion, it seems 
that the equivalence of Cramer's and Rao's criteria has been overlooked. We 
prove this fact in 

THEOREM 1. T/'Si and Z2 are nonsingular, then 
R 

(i) Sx^SaoSx^S^Si^Sa, and 

(ii) these assertions remain true if ^ is replaced by > throughout. 

Proof. Assume without loss of generality that 6=0 . Then 

ô± ^ <52 => (Z2—2i) is positive semi-definite (p.s.d.) 

=> ( Z ^ - Z ^ 1 ) is p.s.d. (See [3, p. 56, Exercise 9].) 

=> x 'Z^x > x 'Z^x for all x. 

Thus if x* lies on the boundary of El9 it follows from/?+2=x* /271x*>x*'E2~1x* 
that x* 6 E2. It follows that E± is contained in E2, so that RC=>CC. Conversely, 

suppose SiJ>82. Since by assumption Si(S2) and consequently Z" 1 ^^ 1 ) is p.d., 
for all x ^ o , x , 27 1 x>0. Let C=[( Jp+2)/(xS-1x)]1 / 2 . Then (Cx),S~1(Cx)==jp+2 
implies that (Cx) e ^ c ^ s o that 

(Cx)S2-
1(Cx) < p+2 

=> C ^ x ' S r ' x - x ' S ^ x } > 0 for all x ^ 0 

^ ( Z r 1 - ^ 1 ) is p.s.d. 

=> (Za-Sj ) is p.s.d. 

n w 
Thus C C o R C . That 8X > (32=>81>82 follows from the fact that if ( Z 2 - Z i ) i s 
p.s.d., IZgl^lZJ. This completes the proof of part (i). Part (ii) can be proved 
similarly by retracing steps in the above argument with obvious modifications. 
This completes the proof of the theorem. 

It is well known and easy to see that (Z2—Zx) is positive semi-definite if and 
only if the variance (/'82)>variance (/ 'S^ for every p-vector /. In fact as far as the 
authors are aware this is the only justification given for Rao's criterion. The 
justification for Cramer's criterion is that the "smaller" the concentration ellipsoid 
of a vector estimate 8, the larger is its (probabilistic) "concentration" around the 
true parameter value G (see [1]). We see from the above theorem that both CC 
and RC have both the desirable properties mentioned above. 
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3. Probability concentration and dispersion matrices. As remarked in §2, for 
the real parameter case when the two unbiased estimators have normal distribu­
tions, the one with the smaller variance has higher probability of falling in any 
interval containing the true parameter value. We prove in the following theorem 
that a similar desirable property is also satisfied for the case/?>l when the two 
unbiased estimators have multivariate normal distributions. 

THEOREM 2. Suppose 8X is N(0, Sx) and 82 is N(B, S2) with Sx and S 2 nonsingular 
and (S2—Si) is p.s.d. Then 

(i) For any sphere S={x:(x-Q)'(x-d)<K} 

P[81eS]>P[82eS] 

(ii) For any ellipsoidE={x:(x-Q)'M(x-Q)<K} where M is p.d., 

P[81eE]>P[82eE], 

7/*(E2 —2X) is p.d. then the above inequalities are strict. 

Proof. Without loss of generality assume that 8=0. Being dispersion matrices 
of nonsingular distributions, Sx and S2 are symmetric p.d. Hence there exist 
symmetric p.d. matrices A and B such that A 2 =E 2 and B 2 = S 1 (see [3, p. 55, 
Problem 3.5]). Since (AB-1)Z1(AB-1)'==AB-1B2B-1A=A2=22, it follows that 
AB^Si has the same distribution as 82 viz., iV(0, 22). Therefore 

P[8^82 < K] = P K A B - ^ ' C A B - ^ ) < K] 

(3.1) = PtSiB^AAB"^! < K] 

= P ^ B - ^ B - ^ < K]. 
Now 

B ( B 1 S 2 B 1 - I ) B = S 2 - B 2 = Za-Zx, 

so that, B being symmetric and nonsingular and (2 2 — 2 ^ being p.s.d., it follows 
that ( B ^ B 1 - ! ) is p.s.d. (see [3, p. 31, (i)]). Hence 

P[K*i <K] = P ^ l S i < K] 

(3.2) > PfSlB-'SaB-^! < K] 

= P[8^82 < K], 

where the last equality follows from (3.1). This completes the proof of part (i). 
For part (ii), note that since M is p.d., there exists a nonsingular matrix R such 
that R , MR=I. Let Ç1=R-181, Ç2=R-182 so that S ^ R ^ , 82=RÇ2. Then 

P[8^M82 < K] = P[^R'MRÇ2 < K] 

= P[?2?2 < K]. 

Similarly P[8,
1M81<K]=P[^1<K]. Since Ç, is 7V(0, At) where A ^ R - ^ R " 1 ) ' , 

/ = 1 , 2 and (A2 —Ax) is p.d. because (S2—Sx) is so, it follows from (i) of this 
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theorem that P & < # ] < P [ C i C i < £ ] and hence P ^ M S ^ X J ^ i ^ M S ^ i q . 
This completes the proof of part (ii). That the inequalities in (i) and (ii) are strict 
if (2 2 —Si) is p.d., follows because in this case the continuity properties of normal 
distributions imply that the appropriate inequality in (3.2) is strict. 

In view of Theorem 2, if one takes relative concentration of 8X- and 82-proba-
bilities in (appropriate) regions containing the true value 6 as a criterion for the 
comparison of estimators, it makes little sense to compare dispersion matrices in 
complete disregard of whether or not the distributions of 8± and 82 are normal. 
However, since asymptotically, many estimators have limiting normal distribu­
tions, the comparison of dispersion matrices in the sense of RC (or CC) is justifiable 
in such situations. The above considerations would apply, for example, to the 
obvious multivariate analogues of Neyman's Best Asymptotically Normal (BAN) 
estimators. 
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