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ABSTRACT

The credibility formula used in casualty insurance experience rating is
known to be exact for certain prior-likelihood distributions, and is the
minimum least-squares unbiased estimator for all others We show that
credibility is, in fact, exact for all simple exponential families where the
mean is the sufficient statistic, and is also exact in an extended sense for all
regular distributions with their natural conjugate priors where there is a
fixed-dimensional sufficient statistic
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CREDIBLE MEAN

In the usual model of nonlife insurance. [3], each member of a
risk collective is characterized by a risk parameter 0. Given 9, the
risk random variable, \, is a random sample from a likelihood density,
p(x j 6), defined over x E X (discrete or continuous). Thus, for a
risk with known parameter 6, the fair premium is m(Q) = E{1, | 0} =
J xp{x I 0) dx, and the risk variance is v(Q) = F{£ | 0}.

The risk parameters have a prior density «(0), 0 e 0 ; we assume
that statistics are known from the mixed collective density, p(x) =
E(,p{x I 0) =• J p(x I 0) u(Q) dft, in particular, the collective fair pre-
mium m = £am(0), and collective variance v = E$v(Q) -f Few(0).

The central problem of experience rating is to estimate the fair
premium of an individual risk, given only collective statistics, and
n years individual experience x = {£t = Xt', (t = 1, 2, . . . , n)}, that
is, to estimate E{£,n+i \ x}. Based on heuristic arguments, American
actuaries in the 1920's proposed a credibility formula of form:
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78 CREDIBLE MEANS FOR EXPONENTIAL FAMILIES

with N determined experimentally [12].

The Bayesian formulation is straightforward. One first finds the
density of 6 posterior to the data:

in , s Up(xt I 6) «(6)

and then:

mn+i I *} = !Syp(y I e) «»(e I *) ^ ^ - (3)
In the 1950's, Bailey [1] and Mayerson [13] showed that (1) was, in

fact, exactly the Bayesian result (3) for special prior-likelihood
combinations: Beta-Binomial, Gamma-Poisson, Gamma-Exponen-
tial, Normal-Normal, and similar cases. Buhlmann [2] then showed
that (1) was the minimum least-squares unbiased estimator for
arbitrary families, if N = E(,v(%)IV&m(Q). More detailed historical
remarks can be found in [7] and [9].

We now show that the credibility formula (1) is exact for a larger
class of prior-likelihood families.

EXPONENTIAL FAMILY

The Koopman-Pitman-Darmois exponential family of likelihoods
[6] [11] is:

a{x) exp S ^(0) • ft{x)
P(x I 6) = ^ , (xzX) (4)

where c(6) is a normalizing factor to make J p(x | 6) dx = 1. If
% = (%\, X2, . . . , xn) is a random sample of size n, then n and the /

sums, Fi = S fi(xt) (i = 1, 2, . . ., / ) , are sufficient statistics for
/ = 1

6. In fact, subject to mild regularity conditions, the exponential
family is the only one which has a sufficient statistic (Fi, F2, . . .,
Fi) n) of fixed dimension for every n, given that X does not depend
on 0.
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Furthermore, if we pick for the family of priors the natural
conjugate prior [4J

M(O)cx[C(0)]-»»exp 2 / o ^ ( 0 ) , ( 6 E 0 ) , (5)

then the family will be closed under sampling, that is, the density of
0 posterior to the data, un(Q j x), will be of the same form as (5) with
the / + 1 hyperparameters updated by: n0 <— n0 + n; fa *- /<u +

THE SIMPLE EXPONENTIAL FAMILY

The family of distributions for which credibility will turn out to
be exact is the single-parameter exponential family with fi(x) = x,
and natural parameterization ^i(O) = — 6, i.e.,

a(x)e-(>x

P(* I 6) = - ^ j - (6)

for continuous or discrete measure in the range X, determined by the
nonvanishing of a(x). The sample sum or mean is, with n, the suf-
ficient statistic for this simple family.

The natural conjugate prior to (6) is:

[c{%)Yn" e-%x"
w(0) - ~^~. —- , (7)

' d(n0, xo) w/

defined over a natural parameter space, 6, for which (6) is a density;
i.e., for all values of 0 for which c(6) is finite. Restrictions on the
hyperparameters («o, xo) may be necessary to make (7) a density as
well, i.e., to make the normalization d(n0, x0) finite. We shall
henceforth assume no > o; parameter updating is:

wo <— wo + n

xo <- x» + 2 xt. (8)
/ 1

We shall need certain properties of c(0) and 0. These follow
directly from the fact that c(0) is a transform [14] in the continuous
case:

r(0) = J a{x) e~{)xdx. (9)
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If X is (countably) discrete, we can use the same approach by
incorporating Dirac delta-functions in our definition of a(x), and
defining (9) over the convex hull of X.

Cases in which (9) does not exist for any value of 6, or for only
one value, are uninteresting. Since 0, if it exists, is convex, three
possibilities remain; 0 has a range which is:

(a) finite;
(b) semi-infinite; or
(c) doubly infinite.

At finite ends of the range c(6) "usually is infinite (See Note
added in proof)" thus, «o > 0 insures M(6) —>o at these points. w(6)
must also be zero at infinite endpoints.

X cannot depend on 0, but may influence 0. For example, if X is
finite, then 0 = (— 00, + °°). Or, if (the convex hull of) X is
[0, 00), then 0 = (0i, -f 00), with 0i usually finite, but possibly
— 00 (see below). The only case in which 0 can be finite is if X is
(— 00, 00).

Also, from transform theory [14], we know that c(6) is analytic at
all interior points of 0, and derivatives of all orders can be passed
under the integral sign in (9), giving analytic functions of 0. Thus,
the individual risk mean and variance are:

— c'(6) d

<8> l n c ( 8 ) : ( i o )

Since v(Q) > 0 (0 s 0), m(b) must be monotone decreasing with
range in (the convex hull of) X. Then, in addition to c(0) being a
positive function, infinite at finite ends of the range, we see it must
be strictly convex, in fact monotone decreasing if X = [o, GO).

THE PRIOR AND POSTERIOR MODE

By differentiation, we find:

*o) •«(<>), (12)
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that is, starting from its zero value at the left endpoint, u(Q) has at
first zero or positive slope, then ultimately negative slope, with a
unique prior mode 0o at

w(0o) = xo/no. (13)

Furthermore, from (8), we see that Qn, the mode of un(Q | x)
posterior to the data, will satisfy:

x0 + 2 xt
m^n)=~+-. (14)

Thus, if we pick xo/no in the convex hull of X, the mean risk at the
mode will always remain "in range".

However, we know that if the experience data is sampled from a
risk with true parameter 0y, that for fairly arbitrary priors, the
posterior converges to a degenerate distribution at 0y. This means
that the (random) estimate m(Qn) converges with probability one
as n —> 00 to the true fair premium w(6r); this can also be verified
by the strong law of large numbers applied to the RHS of (14).
Furthermore, if v(0) is slowly varying in the neighborhood of 0^,
then to a good approximation 6 has a Normal density, with mean
%T and variance [(no + n) V(QT)]'1, as n -> 00.

Note that 0W is not the maximum-likelihood estimator (which
would be that estimate of 0 gotten from (14) with x0 — «o = 0); in
modern terminology, this means our prior is informative, and our
measurement is imprecise.

CREDIBLE MEAN IS EXACT

We now show a stronger result relating to the mean risk. In-
tegrating (12) over the natural range 0, we get:

«(8) I 0 = «o J ™(Q) «(0) dQ — x0. (15)
0

Assuming «(8) is zero at endpoints of 0, the prior mean risk must be:

m = E(,m(d) = xo/no. (16)

Furthermore, when 0 is updated by (8), the mean risk posterior
to the data is:

\x} = E^m(%) = ~ ~ - = (1 - Z) • m + Z (^ S *

(17)
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82 CREDIBLE MEANS FOR EXPONENTIAL FAMILIES

with

n
Z = • . (18)

n -\- no v '

Thus, credibility is exact for simple exponential families!

The remaining fact that

no = E6v{Q)lVem{Q) = N, (19)

can be inferred from known results [2] [5], or by forming
from (12), and integrating, to give:

= — wo£ev(0) + noEQ {(w(0))J} — 2no-xo-m + x0; (20)

then (19) follows by assuming the slope of u(0) is zero at endpoints
of 0. Additional restrictions on the hyperparameters may be
necessary to insure finiteness of the variance.

OTHER SUFFICIENT STATISTICS

If we encounter a simple exponential family with an arbitrary
sufficient statistic, a linear forecast may also exist for the trans-
formed random variable. For, suppose we observe data y = {-qt =
yt-t (t — 1, . . . , » ) } , and know (S/(_y<); n) is the sufficient statistic;
then, if the sample space does not depend on 6, the likelihood must
be of exponential form:

P(y 10) = ^ Q )

Assuming f(y) has an inverse, we can transform the problem by
setting:

x = f(y); a(x) = Jy--^ • (22)

The previous result then shows that:

«„£{/(?))} + i f(yt)
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The classic example of this is the Normal with known mean m,
and unknown precision 6:

p(x I 6) = ]/— <rete-™>2/2, x = (— 00, + 00) (24)
y 27T

for which the natural conjugate prior is known to be the Gamma,
u(Q) = G(MO/2 -f- 1; xo)Q) The variance forecast is then linear in the
sample variance:

x\ = — — . (25)
-) no + n v 3I

Another example is the Pareto with range [1, 00), but unknown
shape parameter 6:

p[x I 0) = 0#-(e+1) X = [1, 00). '(26)

The natural conjugate prior is G(no + 1; xo) 0), and the linear
forecast is of logvariables:

Xo + (h2 (27)

CREDIBLE MEANS FOR THE GENERAL EXPONENTIAL FAMILY

It is easy to see how the argument for the simple exponential
family can be extended to the general exponential family (4) with
7 + i sufficient statistics, if we use natural parameterization
0,(6) = — e, (t = 1, 2, . . . , / ) :

a(x) exp (—2
p(x l e) =

Here the natural parameter space 0 consists of all points 6 =
[9i, 82, . . . , 6/] in R1 for which

c(6) = J « ( * ) « - s W > ( b (29)

is finite. It is known that @ is convex.

With this choice, the natural conjugate prior is:

«(§) oc [c(6)]-"» exp (— S /o*8«j (6 e 0) (30)
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with the usual updating for the I + i hyperparameters {foi,
/02, . . ., for, n0. Assume nn > o.

If we define generalized means and {co)variances

M4(6) = Et&ft{l); Cy(6) = C5|§ {/,(!•); f}{l)} (31)

for alH', j (assuming they exist), then we can generalize (10) and (11):

M«(6) = — ^ l n c ( 6 ) ; (32)

( 3 3 )- aeT = — l e T •
Now assume that w(0) = 0 everywhere on the boundary of 0. This

seems reasonable in view of our arguments in the one-dimensional
case. Then, since

= {no • M4(0) —fOi) • u(Q) {i = i , 2, . . ., 7) (34)

it follows by integration that for all i

Joi
E* f-(c) = E M. -fG) = — (^s)

and

M + i fi{xt)
i) I *} = E*\xMt® = n ^ n • (36)

Note that the time constant, «n. is the same for all components,
and that/oj/wo should be selected in the range of ft{x).

In- other words, if it is known that a likelihood has a fixed-
dimensional (7 + 1) sufficient statistic and is regular (X does not
depend on 6 plus regularity conditions), then, if the natural con-
jugate prior is used, it follows that there are I functions, fi{x),
whose mean values are updated by linear credibility formulae (36):

The classic two-dimensional example is the Normal distribution
with unknown mean pi and precision T:

plx\ (i, T) = V—e-'te-*)*!* =N([L,Z-1;X) X = (—00, 00).
f 27T

(37)
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The natural parameterization is obtained by substituting 61 =
—XT, 0> = T/2, and/i(*) = x,f2{x) = x\

It is known that the natural conjugate prior is a two-dimensional
Xormalgamma distribution. With our choice of parameterization and
hyperparameters, it has the following properties:

(a) The marginal distribution of -r is Gamma,

G
n0

(b) The conditional distribution of jx, given T, is Normal,

(c) The marginal distribution of ^ is a generalized Student-^
distribution, with no + 3 degrees of freedom, mean /01/wo,
and variance

/ , \ 1 I J°'2 J01

Explicit formulae may be found in DeGroot [4], pp. 42 and 169.
His notation seems to imply four hyperparameters, but there are
only three independent ones.

By direct calculation we find that the collective mixed density is a
generalized Student-i with no -f- 3 degrees of freedom, mean

/oa /
/o]/wo.

 a n d variance I — — —I . Clearly, we must pick/02 >fljno.\ n nj

From our generalized result (36), we find:

As before, Z = n\{n + no), and

- ^ j - = - 7 — = n°- (4°)
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but the formula for updating the total variance is more complicated:

In other words, for a Normal with unknown mean and precision,
the variance forecast is not a linear mixture of prior variance and
sample variance, but obtains predictive information from sample
mean deviations as well. Credibility formulas hold only for the mean
and second moment.

SPECIAL DISTRIBUTIONS

Table i shows the simple exponential families for which credibility
was previously known to be exact. (Notation follows [6]). Note that
in many cases a transformation is necessary to get the natural para-
meterization. In all cases, the hyperparameters have been chosen to
satisfy (16) and (19).

Likelihoods (1), (2), (4) in Table 1 can be "enriched", by noting
that if the r-fold convolution of p(x J 6) is taken, a(x) is replaced by
ar*(x), c(6) by [c(6)]r, and the prior is of the same form, but with n0

replaced by nor. With this convention, the new Fe?w(6) will be r2

times the value in Table 1 (with no replaced by nor), but it is still
true that

m = xo/no] E$v(Q) = «oTVw(6); v = («o + 1) V$m{$), (42)

and the credible estimate (17) still holds.

The enlarged families are:

(1) Binomial p{x | n) = if\ (1 — nf-'-n' X = {o, 1, 2 r)

Beta-Binomial p(x) = BB(r, xo, rno — xo)
(2) Negative Binomial p(x \ -K) = NB(r, TZ; X)

Beta-(Negative) Binomial p(x) = BB(— r, x0, —rn0 — x0; x)
(4) G a m m a p(x \TZ) = G(r, TC; X)

ShiftedPareto^) = ^ r ( m o + i ) ^ + - J . (43)

https://doi.org/10.1017/S0515036100009193 Published online by Cambridge University Press

https://doi.org/10.1017/S0515036100009193


CREDIBLE MEANS FOR EXPONENTIAL FAMILIES 87

s
0-1

x

>*H
D
E
N
S
I

w
>
H

P
R
E
I

CD

g
CD

CD

"a*

o
M

Is

N
A
T

1E
TE

%
a.

OS

PR
IO

a

H
O
O

M

W

M

•H

ou
ll

c

M

R)

m

•rl
rH
>H
3
O
C

<u
M

x _
o

1

o
X

—*"

o

1

11

p.

o

1

o
c

o

i H

- r

O
G

OJ o
c

rH
1

+

t=

1

rH

B
i-H

II

CD

O

1

0
c

J°
II

3

X
t=

I
1 -

•=
1

II

X

8

1

II

O

(—i

i—1

o*
II

C5

u

o
X

o
c

a

li

X

m
e

B
l
n
o

v
e
)

•H
• P

cfl
bo
QJ

I

• P
0)
cq

to

<u
m

a
•HM
cu

a)o

X

o
X
1

o
c
1

o
X
1

CQ
CQ

II

^-^
X
&

0
X

+
0

i
o

•

0
X

C-J O
c

i-H
1

r H

1

CD
at

rH| t=
C

rH

||

CD

i H

+
O

a
"o

X

t o

II

• o

« ^

1

rH

II

A

O

T
o"

II

<D

i—i

o"

II

to

o 0

c

CN

H

O

II

X

o
m
i

•H
PQ

t
i
v
e

cfl

OJ

|

cl
U

O
CO
CO

•H

o

en

rH

o
C

o

CO

11

^-^

&

OJCN O
X ] C

CD
1

a)

rH

r-H

||

CD

o

o

II

—
3

X
t=

1
a)

"x
li

^-^
t=

a

8^

8
1

II

O

"-^
8

O

II

u)

O

•

o

https://doi.org/10.1017/S0515036100009193 Published online by Cambridge University Press

https://doi.org/10.1017/S0515036100009193


CREDIBLE MEANS FOR EXPONENTIAL FAMILIES

o

01
u

p-t

TJ
Q>
4J

•H

CO

I
O

.—I
cd

4-1
c

so
a.
w

CM

O
c

T—t

^ _

O
C

O

II

X

CM O
1

o
c

CM o

c

i H
I

CD

It

CD

O

^ .

+
o

c

II

^ ,

3

H

t=

P .

1—1

A

O

o

II

o

T
o

u

o
X

8

o

X

t -H

__O
or

:

^

a)
o
c

•H

0

c
1

T—(

E
V-i
o

t o

— ~ ™ — - ^
X

—-̂
o

B

+

O

~—'
I

X

CM
CO

O
B

o
CM

in
I

CM

CNl

to
o

a
. -

o o

3

X

CM

i
n

T
s"

II

o

4
8*"

II

K

/ ^

8
8
1

II

https://doi.org/10.1017/S0515036100009193 Published online by Cambridge University Press

https://doi.org/10.1017/S0515036100009193


CREDIBLE MEANS FOR EXPONENTIAL FAMILIES 89

Convolution in the Poisson and Normal families merely gives
scale changes.

To illustrate the relationship between X and 0, we consider two
new families of exponential type. First, if

a(x) = sinh x, X = [o, 00) (44)

we find

c(6) = (62 — I ) " 1 ; w(6) = 26(e2 —I)" 1 ; w(0) = 2(02 + i) (02 — i)~a

(45)
and

U®= d{n!,x0) ^ > ° )
for 0 = [1, 00).

However, if

a{x) = $ e~M X = [-co, + 00), (47)

we find

c(6) = ( i — 0 2 ) - 1 ; m ( 6 ) = — 2 6 ( 1 — 6 2 ) - 1 ; y ( 0 ) = 2(02 + i ) ( i — 6 2 ) - 2

(48)
a n d

for finite range 0 = [ — 1, + 1]:

The normalizing factors d(no, Xo) and the collective densities are
modified Hankel and Bessel functions of order no + £, and further
computations are laborious. Nevertheless, credibility and the basic
formulae (I6)-(IO,) must still hold.
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NOTE ADDED IN PROOF

In the original paper, it was assumed that if 0 has finite endpoints,
c(6) -»• 00 at these points. A recent counterexample by R. B. Miller and A.
Banerjee shows that this argument is correct only for meremorphic func-
tions.

In the general case, additional regularity conditions must be attached to
a(x) to ensure that the left-hand-side of (15) is zero. For example, if X is
one-sided and 0 = [o, 00), then the class of counterexamples consists of all
a(x) for which J a(x) dx is finite, but the limit is approached more slowly than
any exponential. These conditions will be discussed further in a forthcoming
paper.
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