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1. Introduction

The fractional iteration of e* and solutions of the functional equation

(1) W(x)) = «-

have frequently been discussed in literature. G. H. Hardy has shown (in [3],
and in greater detail in [4]) that the asymptotic behaviour of the solutions
of (1) cannot be expressed in terms of the logarithmico-exponential scale,
although they are comparable with each member of the scale.1 Hence
solutions of (1) provide a remarkably simple instance of functions whose
manner of growth does not fit into the scale of L-functions but requires
non-elementary orders of infinity for an accurate representation. This raises
quite naturally the question whether there exists a most regularly growing
solution of equation (1) which might serve as a prototype for this kind of
growth. In a slightly more general context we may ask whether there exists
a "best" family of fractional iterates f^{x), satisfying

(2) f«{fr{x))=fa+r{x), fX{x) = tf.

H. Kneser [5] has treated the problem from the point of view of analytic
functions. The function e* has no real fixpoints (i.e. real roots of ez — z = 0)
and this causes some difficulty in the analytical treatment of the problem.
However by applying the method of Konigs [6] in the neighbourhood of a
complex fixpoint and subsequent conformal transformations Kneser succeed-
ed in obtaining a real analytic solution of Abel's equation

(3) B{*) = B(x) + l

from which he derived by a well known process the fractional iterates2

(4) /,(*) = B_x{B{x) + a).

In particular he obtained a real analytic solution of (1),

(5) *(*)=/4(*) = 3
1 / and g are comparable if f(x)jg(x) tends to a definite limit, finite or infinite. The logarith-

mico-exponential functions are briefly called L-iunctions.
* For the sake of uniformity we denote by B_t(x) the inverse of B(x).
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302 G. Szekeres [2]

The solution of Kneser does not really solve the problem of "best"
fractional iterates of e*. Quite apart from practical difficulties involved in the
calculation of Kneser's function on the real axis, there is no indication what-
soever that the function will grow more regularly to infinity than any other
solution. There is certainly no uniqueness attached to the solution; in fact
if g(x) is a real analytic function with period 1 and g'(x) + 1 > 0 (e.g.
g(x) = i s*n 2jKC) t n e n

B*(x) = B(x)+g(B(x))

is also an analytic Abel function of e* 3 which in general yields a different
solution of equation (1). Clearly the requirement of analyticity is not nearly
sufficient to fix the solution uniquely.

The situation can best be illustrated with an analogy from the theory of
the /"-function. There the problem is to find the best possible solution of

(6) xy(x)=y(x+l), y(l) = 1.

The equation has infinitely many real analytic solutions, and F(x) happens
to be one of them; but the requirement of analyticity plays no part whatso-
ever in the actual definition of the function. What distinguishes F(x) uniquely
among all solutions of (6) is logarithmic convexity, a genuinely real variable
property (Bourbaki [2]). * Alternatively we can characterize F(x) as the
only solution of (6) which is asymptotically equal to an Z,-function, viz.
(xje)x(27t/x)i. This analogy suggests at any rate that in search for a best
solution of equation (1) it is far better to concentrate on the real variable
and asymptotic properties than on the complex-analytic character of the
solution.

In many cases of sub-exponential growth the most regular fractional
iterates of a given f[x) can be obtained by suitable asymptotic requirements.
For instance if /(*) = x -f a>(x) where co{x)jx ->• 0 (x -> oo) and (o'(x) is of
bounded variation then there exists a unique family of fractional iterates
fa{x) — x + co^x) characterized by the condition

(7) lim cov(x)/(o(x) = a
x—oo

([8], [11]). Again if f(x) = ex + co(x), c > 1, a>(x)jx-+0 and co(x) is
sufficiently well behaved at infinity then there is a unique family fff(x)
such that

(8) lim /„(*)/* = C

(See [10] for a detailed discussion).

* We call an Abel function any continuous strictly increasing solution of Abel's equation.
* M. Kuczma [7] has discussed a similar situation recently.
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[3] Fractional iteration of exponentially growing functions 303

If we try to carry through this idea for the case of the exponential function
we encounter the difficulty already mentioned earlier that there is no
elementary asymptotics available for the fractional iterates. Nevertheless
we can achieve a substantial simplification of the problem if we make use of
an asymptotic classification of the iterates, by a method originally suggested
by Paul Le"vy [8].

Suppose that we have succeeded in locating an exponentially growing
function e(x) (not necessarily e*) with a particularly well behaved Abel
function A (x) which we are prepared to accept as a standard of comparison
for functions with a comparable manner of growth. Let f(x) denote an arbi-
trary exponentially growing function which from the point of view of itera-
tion is equivalent to e[x), e.g. in the sense that

for every k ^ I.6 Set

a(x)=A'(x).

Then under quite general conditions (which incidentally embrace all mem-
bers of Hardy's scale) it can be shown that f(x) possesses exactly one Abel
function B (x) (apart from an additive constant) such that its derivative
b (x) satisfies the asymptotic relation 6

(9) lim b(z)[a(x) = 1.
as-»oo

It seems therefore quite reasonable to declare B{x) = $xb(t)dt as the best
Abel function of f(x) and the fractional iterates derived from B{x) as the
most acceptible solutions of the equations

Thus the whole problem is reduced to the selection of just one standard
comparison function. We shall tackle the problem in § 3 where it will be
shown, by partly intuitive arguments, that a certain Abel function of
e(x) = £* — 1 has the strongest claims to be nominated as the standard
comparison function. Once the selection has been made, it will be possible
to define (in § 4) the best fractional iterates of almost any exponentially
growing function, and in particular of all members of Hardy's scale.

The practical determination of the best iterates will be discussed in a
subsequent joint paper with K. W. Morris in which the necessary tables will
also be supplied [9].

6 / •< g means: f(x)lg(x) -*• 0 when x -* oo.
* Levy has formulated his condition in terms of the Abel function itself (which he called

the logarithm of iteration of f(x)), but it is far more convenient and unequivocal to state the
condition in terms of the derivative.
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2. The derived Abel function

Throughout this and the following section, functions denoted by f(x) or
g(x) will be supposed to be continuous, strictly monotone and differentiable
for sufficiently large values of x. If in a statement the exact range of validity
is not mentioned explicitly it will be assumed that it is valid for all sufficient-
ly large values of the argument.

By an Abel function of f(x) we understand a strictly increasing continuous
solution of

(1) B(f(x)) = B(x) + 1.

We assume that B(x) is differentiable and call

(2) b{x) = B'(x)

the derived Abel function (d.A.f.) oif(x). The derived Abel function seems to
have a more fundamental significance for fractional iteration than the Abel
function itself which has basically the character of an indefinite integral.
For instance in all uniqueness theorems the Abel function will only be
determined up to an additive constant and the fractional iterates are inde-
pendent of the value of the constant.

We begin with reviewing some earlier results.

LEMMA 1. Let f(x) be real and analytic forx>0 and suppose thatf(x) > x,
/'(*) > 0 for x > Of

(3) f(x)=x + ax2-\ , a>0.

Then f(x) possesses a d.A.f. b(x) with the asymptotic property

(4) lim x2b(x) = I/a.
«-»<H-

b (x) is uniquely determined by this condition and is analytic for x > 0. More-
over its higher derivatives satisfy the asymptotic relation

(5) limar*+16<*-1>(a;) = ( - l^kl/a (k ̂  1).
«-.o+

Without the uniqueness statement the lemma is a special case of [10],
Lemma 7. To prove uniqueness we note that

(6) * • b(f{x)) = b{x)lf'(x).

If b*(x) is a second d.A.f. and b*(x0) = cb(x0) for a given x0 > 0 then by (6)
and the corresponding equation &*(/(*)) = b*(x)lf'(x) we get

6*(/(*o)) =

and generally for every n > 0
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**(/-»(*<>)) = cb(f_n(x0)).

But U(x) < x, lim^UM = 0, therefore by (4)

lim (Ln{x0))*b*(U(x0)) = da.
n-»oo

Hence if limx^0+x2b*(x) exists at all, it must be equal to c\a, i.e. c is a con-
stant and b*{x) = cb(x) for every x. But

\fWb*(t)dt = [mb(t)dt = 1
J X J X

therefore c = 1 and b*(x) = b(x) for every x. We conclude that b(x) is the
only d.A.f. of f(x) for which limx^<y^x2b(x) exists.

Following the terminology introduced in [10] we shall call B (x) = $xb(t)dt
the regular Abel function of f(x), b(x) the regular d.A.f. and the correspond-
ing iterates

(7) /„(*) = B.^Bix) + a)

the regular iterates of f(x) (relative to a; = 0). The regular iterates are analyt-
ic for x > 0 7 and they have an asymptotic development of the form

n - l

where a^ = 1, tf2
(<r) = <ta and an

i<r) for n > 2 is obtained by comparing
coefficients in the formal identity

LEMMA 2. / / 6(a;) is a d.A.f. of f(x) and c is any positive number then
cb(cx)tsad.A.f.ofc~1f(cx),andgenerally<f>'(x)b(<)>(x))isad.A.f.of<f>_1(f{^(x))).
If moreover f{x) satisfies the conditions of Lemma 1 and b(x) is the regular
d.A.f. (relative to x = 0) of f(x) then cb{cx) is the regular d.A.f. of c~lf(cx).

Proof follows immediately from the definition of regularity and of the
d.A.f.

LEMMA 3. LetX{x) be monotone increasing and twice differentiable, X' [x)> 0
and suppose that fi(x) = I/A'(x) satisfies the conditions

(8) lim fi(x) = q< 1,
#-•00

(9) x\/i'(x)\<K<ao.

Let (Hx) be a d.A.f. of k(x) such that /3'(«) exists. Then for given c > 0

7 Not necessarily at a: = 0 itself, as shown by the example of f(x) = e"—l (I. N. Baker [1],
SaU 17).
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(10) lim0(* + e)/0(a) = l.
8-»OO

PROOF: The statement follows if we can prove that

(11) /?'(*) = <>(/?(*)) (*-*oo).

Now by definition

X'(x)(t(X{x)) = /?(*), X"{

hence

Write ?1 = \{q + 1) < 1, then by (8)

(13) A«(*)<fc. *(*)>*/fc. *•(*)> */?i"

for large x and we find by induction from (12), (13) and (9)

provided that x is sufficiently large. This proves (11).
By combining Lemma 3 with Lemma 2 we find:

LEMMA 4. Let f(x) = exp(A(loga;)) where /i(x) = I/A'(a;) satisfies the
conditions (8) and (9). Le* &(«) be a d.A.f. of f(x) such that b'(x) exists. Then
for given c > 0,

«-oo o(a;;

It is easy to verify that g(x) = l//'(«) satisfies the conditions

(15) lim g(sc) = 0, lim g'(x) = 0
«-»oo

so that Lemma 3 is applicable to /(*) and we find:

THEOREM 1. Let f(x) be as in Lemma 4 and b(x) a differentiaUe d.A.f. of
f(x). Let c > 0 and d any real number. Then b*(x) = cb(cx + d) is a d.A.f. of
f*(x) = / (« + d) and

(16) ' lim 6* (*)/&(*) = 1.
8-»00

3. Regular iteration Of e* — 1

It follows from Lemma 1, applied to the particular case of
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(1) e(x) = e*-l,

that e(x) has a unique d.A.f. a(x),

(2) a(e(x)) = e-*a{x),

such that

(3) lim (-l)*+1z*+1 a '*-1^) = 2k\ (k > 1).

The corresponding fractional iterates will be denoted by eff(x).
The asymptotic conditions (3) refer of course to the behaviour of a(x)

in the neighbourhood of 0 and express the fact that

(4) A(x) = S*a(t)dt

is the best behaved Abel function of e(x) near x = 0. It was Paul L6vy [8]
who first suggested that this same Abel function might also be best behaved
at infinity. LeVy has based his suggestion on a general assumption which, as
we shall see later, is wholly unjustified. Nevertheless in the particular case of
e(x) Levy's claim appears to be correct and it is the main purpose of our
present discussion to give more substance to this hypothesis.

We call f(x) totally monotonic at x0 if it has derivatives of any order and

(5) ( - l)*+1/w(a;o) > 0 for every k > 0.

Denote by M the class of real functions F(x) defined for x > 0 and totally
monotonic at every x > 0; log x is a typical representative of M. The follow-
ing property of M is trivial:

LEMMA 5. Let F(x) e M and

(6) G(x) = aF(bx + c) + d

where a > 0, b > 0, c > 0 and d is any real constant. Then also G (x) e M.
We shall prove now:

THEOREM 2. Let A (x) denote the Abel function (4) of e(x), determined by the
asymptotic property (3). Then A(x) e M and A (a;) is the only Abel function of
e(x) with this property.

Since total monotonity usually indicates a strong degree of regularity of
growth, Theorem 2 makes it at least very plausible that a(x) is a good choice
for the standard d.A.f.

Theorem 2 is a consequence of

THEOREM 3. Let f(x) be as in Lemma 1 and suppose that F(x) = f^{x) e M.
Let b(x) be the regular d.A.f. of f(x) (relative to x == 0); then also B(x) =
l'b{f)dt is in M.
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/ / b*(z) is a second d.A.f. of f{x), distinct from b(x), then B*{x) = lxb*{t)dt
is not in M.

Clearly Theorem 2 follows from Theorem 3 by setting F(x) = log (1 + a;).
Incidentally the first half of the theorem is also valid for analytic functions
of the form

f(x) = cx-\ , c > 1,

but not the uniqueness statement.

PROOF OF THEOREM 3. Suppose that f(x) is as in Lemma 1. By definition
of b (x) we have

(7) F'(x) • b(F{x)) = b(x)

and this with (2.4) 8 gives immediately b(x) > 0 for x > 0. Note that
F(x) <x so that limn_k0O.Fn(:c) = 0 for every given x > 0.

Differentiating (7) we get

(8) F"(x) • b(F(x)) + (F'(x))* • b'(F(x)) = b'(x).

The first term on the left is negative because F"(x) < 0, therefore b'(x) ^ 0
implies b'(F(x)) > 0 and hence b'(Fn(x)) > 0 for every n > 0. This contra-
dicts (2.5) with k = 2. Hence b'{x) < 0 for every x > 0. The proof of
(— l)kbm(x) > Ofor& > 2 is obtained similarly, by repeated differentiation
of (8) and induction on k.

Suppose now that b*(x) is an arbitrary continuous d.A.f. of f(x) so that
F'(x) • b*(F(x)) = b*(x). It follows fom (7) that

(9) b*(F{x))lb(F(x)) = b*(x)/b{x) from every x > 0.

Since

and b(x), b*(x) are not identical, we must have

(10) b*(xj) = (1 + dMxj), <5 > 0

for some xx > 0 and

(11) . &*(*,) < &(*,)

for some x2, xx < x2 < /(a^). From (9) we conclude that

(12) b*(Fn(x1)) = {l + d)b(Fn(x1)),

(13) b*{Fn{x,)) < b(Fn(x2))

• (2.4) refers to formula (4) of § 2.
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for every n ^ 0.
Let n be large and write

h = F*{*i). h = Fn+1{x2), £3 = Fn[zt)

so that f, = Ffa) < fi < f,. Then by (12), (13),

and

(14) 6*&) - b*(£2)

(15) J»(fx) - J*(f.) > ( l + *)&&) - Jfo) > 0

since 6(|x) > b(£3). But if £x is sufficiently small then by (2.5)

SI — ?2

and

since | x — £2 < f3 — f2 = /(f2) — f2 < | a ^ for small f2, by (2.3). Hence by
(14) and (15), b*{£j) - 6*(f,) > 0, i* (O - 6*(|3) > 0 and we conclude
that b*'(x) takes both positive and negative values in the interval
Fn+1(x2) 5g x ^ -FB(a;2), provided that n is sufficiently large. This shows that
b*(x) cannot be totally monotonic (not even concave) near the origin, and
the theorem is proved.

Let us agree for the moment that on the evidence of Theorem 2, we are
entitled to declare a(x) to be the best Abel function of e(x). Since a(x)
tends to infinity more slowly than any finite iterate of log x (and its inverse
grows more rapidly than any iteration of ef), we have indeed succeeded in
extending Hardy's scale by a perfectly reasonable new order of infinity.
There is nothing to prevent us from going a step further and apply Theorem 3
to the function

A (t) a[)

where t is a fixed positive number. By Lemma 5 and Theorem 2, F(x) is
analytic for x ^ 0, .F'(0) = 1 and F(x) e M. Therefore Theorem 3 is appli-
cable and we obtain a uniquely determined totally monotonic Abel function
B(x) = B(x, t) of F(x), which by the same taken as above can be regarded
as the most acceptible Abel fuction of .F(a;). But then, by the asymptotic
argument presented at the end of § 1, we would expect

(17) Umb(x,t1)lb{x,t2) = l
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to be true for the d.A.f.'s corresponding to arbitrary pairs of positive num-
bers tlt t2. •

Now LeVy assumed in [8] that condition (17) is indeed satisfied by the
(relative to 0) regular d.A.f.'s of any pair of functionsg(x, tj), g(x, t2) which
have been obtained from a given f{x) by

provided that f(x) grows to infinity with sufficient regularity. It was
precisely this assumption which formed the basis of his proposed definition
of regular growth. LeVy himself left the theory at a fairly intuitive stage
with the remark that it would be quite difficult to pursue it much further.
At any rate it seems that the theory has never been put to a serious test.
In the remaining part of this section we intend to show, by a semi-heuristic
argument, that LeVy's condition is almost certainly not fulfilled by any/(«)
which grows at least exponentially to infinity and which is essentially
different from e* — 1. The point of the argument is that for such functions
the iterates which behave well near 0 do not behave in the best possible
manner at infinity, not even in cases of total monotonity of the Abel function.
However in the course of the discussion the exceptional position of d* — 1
will become quite evident and the acceptance of a (a:) as the standard
representative of the new order of infinity seems to be wholly justified. Any
further extension of Hardy's scale and in particular the selection of a best
representative among the b (x, t) would probably require an essentially new
principle which is certainly beyond the scope of the present paper.

It is obviously not a great restriction of generality if we confine ourselves
to functions which satisfy the conditions of Lemma 4 and Theorem 1.
If for such a function LeVy's condition (17) is satisfied then by Theorem 1
it also holds for g*(x) = c^gipx). Hence we can normalize g*(x) so that
g*"(0) = 1, and we can state Levy's condition for regularity as follows:

Given f(x) consider

(19) g(x) = g(x, t) = \f{cx

where

(20) c =

Let b(x, t) denote the (relative to 0) regular d.A.f. of g(x) characterized by
the property

(21) lim x*b(x, t) = 2.
s-»0 +

• The fact that F(x, *,) has a d.A.f. with property (17) follows from Theorem 1.
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f(x) is said to be regularly growing if condition (17) holds for any pair of
positive numbers tv t2.

To demonstrate the inadequacy of Levy's definition we prove a general
result concerning the functions g(x, t) which is interesting for its own sake.

THEOREM 4. Let f(x) = exp A(loga;)Je monotone increasing and twice
differentiate,

(22)

(23)

where fi(x) = 1/X'(x).
Set

(19) g(x) = g(x, t) = [f(cx + t ) - f(t)]lcf'{t)

where

(20) c = f'(t)lf"(t).

Then for every fixed x > 0

(24) lim g(x,t) = e*-l.
t-too

The theorem states essentially that if the origin is displaced to the point
(t,f(t)) and the graph of the function is expanded linearly in the two
coordinate directions until the first and second derivatives both become 1
then in a certain right neighbourhood of 0 the function will become almost
identical with «* — 1, irrespective of what the function f(x) was. It will
follow from the proof that the length of the interval (0, f) on which the
phenomenon occurs is of order X'Qogt).

PROOF: We have (for fixed t)

t
- 1 ] .

e = t(X'Qogt) - 1 + X"(log t)/r{log t))~\

hence writing u = log t,

where
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But

(26)

by (22) and (23) and therefore

for 0 < x §; £, where 0 is bounded and o(l) refers to u -> oo. Hence by (25)
and (26), (g(#) ->• e* — 1 when u -> oo.

Qualitatively we can describe the behaviour of g(a;, 2) as follows: For small
x the function is almost identical with e? ~ 1 until a; reaches the order of
magnitude A'(log 2). Then follows a comparatively short transition region
(short in terms of the index (or logarithm) of iteration) in which it briskly
changes its character of growth to something approaching the behaviour of
f(x). This abrupt change in behaviour is reflected in a corresponding change
of character of the derived Abel function: the two Abel functions which are
best behaved to the left and to the right of the critical region do not pass
into each other when the region is traversed.

Let us illustrate the situation by the example of f(x) = exp(e*). We have

g(x, t) = (1 + g-*) [exp {«• (exp -^— - l) j - l ]

and the critical region is in the neighbourhood of x0 — te*. Let a* (a;) denote
the (relative to 0) regular d.A.f. of g(x) and consider x1 = ea (t), x2 = ea (t),
where 0 < ax < a2 < 1. In terms of the best Abel function to the left of
e(t) the iteration interval of {x1,xi) is approximately of length a2 — ax.
But the interval {yx, y2) = (g{xi), g(x2)) is n o t v e r y different from
(ei+<r1(^)> 6i+<r,(0) a n ( i this is approximately of iteration length \(a2 — ô )
in terms of the behaviour of exp (e*) (hence of g(x)) in the interval {ylt y2).
Therefore the "best" d.A.f. b(x) = b(x, t) at yx sS x ^ y% is approximately
equal to \a*(x), and the same is true for any x with yx :£ g_n(x) ^y2

where n is a non-negative integer.
On the other hand, since

[ma*{t)dt =
J X

b(x)/a*(x) is bound to take large values (considerably greater than 1) if
g-n{%) happens to be in the neighbourhood of x0. Hence the value of
b (x, t)/a* (x) will depend very sensitively on the relative positions of x and t,
and for given tx =£ t2 the value of b(x, ti)jb(x, t2) will fluctuate between small
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and large values as x goes to infinity. This heuristic argument can be made
quite precise (at least in the case of exp (ex)), but our purpose here was
merely to show that LeVy's condition is extremely unlikely to hold for fast
growing functions.

If the growth of f(x) is not very different from the growth of e* then of
course there is no break in the behaviour of the d.A.f. at the critical region
and in the limiting case of f(x) = e* — 1 L6vy's condition is trivially fulfilled
since each g (x, t) is equal to e(x) = e* — 1 and b (x, t) = a(x) does not depend
on t at all. Therefore the assumption that a(x) is the best behaved d.A.f.,
not only at 0 but also at infinity, seems to be very well substantiated.

4. Regular iteration of /.-functions

As in the previous section, e(x) denotes e* — 1 and a(x) is the regular
d.A.f. of e(x), A (x) = $*a(t)dt the regular Abel function of e(x), normalized
so that A (1) = 0. Our purpose is to show that if a(x) is added to Hardy's
scale then the scale becomes effective for the fractional iteration of almost
any function which occurs in practice; in particular we can determine unique
best iterates for every /.-function. We recall that /.-functions are members
of the smallest set If such that

(i) ft contains the constant functions f{x) — c and the identity function

(ii) tf is closed under the rational operations and the application of exp()
and log | |.

To avoid awkward brackets we shall use the notation f o g[x) for f(g(x)).

DEFINITION. We say that f{x) is regular with respect to iteration if it has
the form

(1) f(z)=A_1ogoA{z)

where

(2) g(x) = x + co(x), lim w(x)}x = 0
x-»oo

and g(x) has a family of iterates

(3) g.(x) =x + <oa{x)

with

(4) lim (!)„(x)\oi(a;) = a.
x-»oo

For instance f(x) is certainly regular if it has the form (1) and (2) and co'(x)
is of bounded variation.
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The (relative to oo) regular iterates fv{x) of fix) are given by

(5) f.(x)=A_xog.oA(x)

and they are uniquely determined by condition (4). We shall find that all
members of Hardy's scale are regular by this definition.

First we confirm that the above definition of regularity is in no conflict
with earlier definitions in [10].

THEOREM 5. Suppose that g(x) is as in (2) and that it has a family of
iterates g^(x) with property (3). Let

(6) f(x) = erogoe_r{x)

where r is a non-negative integer. Then f(as) is regular with respect to iteration
and its regular iterates are given by

(7) fAx) =er°g<roe_r(x).

In particular, the regular iterates of g(x) itself are given by g^ix).

PROOF. Define faix) by (7). Then

Aofao A^ix) = Aoerog<roe_ro A_x(x)
= A o ga o A_x{x — r)+r
= A (A_x(x — r) + (»„ o A_±{x — r)) + r
= x + cOffO A_r(x — r) • A'{A_x{x — r) + 6(x) • a>a o A_x

(x-r)), O<0(*)<1.
But

lim ooa o A_x(x — r)joi o A_t(x — r) = a

by (4) and

lim A'(A_t{x - r) + e(x)covo A_x[x - r))IA'(A_x{x - r)) = 1

by the following lemma:

LEMMA 6. Suppose that

lim rj(x)lx = 0.

Then

(8) a(x + t,(x))la{x) = l +

PROOF. From (3.2)

a(e(x)) \a(x)

https://doi.org/10.1017/S1446788700026902 Published online by Cambridge University Press

https://doi.org/10.1017/S1446788700026902


[IS] Fractional iteration of exponentially growing functions 315

whence we get

(9) 0 < —Q < - for x > x0

a(x) x
Q < -

a(x) x
and

20, (x)
a(x + t](x)) = a{x) + d(x)v(x)a'(x) = a(x) 1-^-v{x)a(x) if V(x) > 0,

a(x + r,{x)) = a(x) + 8{x)t]{x)a'(x + rj{x))

-)V(x)a(x + v(x)) if V(x)< 0

where 0 < 6(x) < 1, 0 < d^x) < 1.

THEOREM 6. Suppose that f[x) has a d.A.f. b(x) such that for some y > 0,

(10) lima{x)lb(x) = y.

Then f(x) is regular with respect to iteration and its regular iterates are given by

(11) /,(*) = B_1(B(x) + a), B(x) = J'b(t)dt.

PROOF. Define fv(x) by (11) and consider

(12) g.{x) = A o fa o A_x{x) = *(*_!(*) + a)

where
<f>(z) = 4 o B_x{x).

We have

(13) f o B{x) = A'(x)/B'(x) = a(x)/b(x) -+y {x -+ oo).

But (12) gives

ga(x) =z + o+'d^x) + o6{x)) =x + a>a(x), 0 < B{x) < 1,

where by (13)
lim a>e(x) = ay

and so (4) is satisfied.

THEOREM 7. Suppose that

(14) /(*) = eT(x + co(x))

where r is a positive integer and

(15) \co(x)\^K,

(16) <o'(x) = 0(1/*) (*-»-oo).
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Then f(x) has a d.A.f. b{x) such that

(17) lim a{x)/b{x) = r.
X—*00

b(x) is continuous and is uniquely determined by condition (17).

In particular the theorem is true if a> (x) is bounded and ultimately mono-
tonic. The theorem enables us to determine the asymptotically best behaved
Abel function and fractional iterates of any /(*) of the form (1) and for in-
stance to determine the best solution of equation (1.1). Because of the con-
tinuity of b (x), these iterates have a continuous first derivative, provided
that f'{x) itself is continuous.

PROOF. Suppose first that a d.A.f. with property (17) does actually exist.
For fixed x

f'(x)-b(f(x))=b{x)

hence by repeated application

bofn(x)=b(x)fuf'ofi(x).
t=0

By (17)

b o /„(*)/« o /„(*) = b(x)la o /„(*) • n /' o /,(*) -> 1/r (n -> oo)
i=0

so that

(18) b(x) = lim -a o /„(*) • ft f o U(x).

Therefore iib(x) exists at all, it is given by formula (18) and so it is uniquely
determined.

Conversely if b (x) is defined by (18) then

(19) bof(x) = lim-ao/n+1(*) Uf o fi+l(x) = b{x)jf'(x)
n-»-oo V i—0

so that b (x) is (apart from a constant factor) the derivative of an Abel
function of f{x).

To prove the convergence of (18), denote by an the expression on the right
hand side of (18). We have

««+i/«n = (« o fn+1(x)/a o /„(*)) • / ' o /„(*) = a o j(y) • f'{y)ja{y)

where y = fn(x) -+ oo when n -+ oo. But

f(y) = er{y + co(y)), f'(y) = (1 + a>'(y))e'T(y + co(y)),
a o f{y) = a o er{y + w(y)) = a(y + co{y))le'r(y + co{y))
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hence

(20) aMla.,"±±^

But by Lemma 6 and (15), a(y + a>(y))/a(y) = I + 0(o)(y)ly) hence by
(15), (16) and (20)

from which the convergence of (18) (and in fact its uniform convergence for
0 < £ <: x ^ /(£)) follows at once. The validity of (17) for this b(x) and
continuity of b(x) follows from (18) and the uniformity of convergence.
Finally (19) gives for B(x) = $xb(t)dt and some constant c

Bof(x) = B(x) +c.

But clearly

for every k > 1 hence

B o «,»_!(*) < B{x) + kc < B o eTk+1{x)

and by (17)

rk — 1 ̂  kc ^ rk + 1

for every A > 1. Therefore c = 1,

Bo/ (*) = B(«) + 1

and 5 (a;) is indeed an Abel function of f(x).

THEOREM 8. Suppose that f(x) has a d.A.f. b[x) such that

(17) lima(x)jb(x) =r > 0.
»-»-oo

Then

g(x) = eofoe_x(x)

has a d.A.f. b*(x) such that

(21) lima{x)jb*{x) =r

and b*(x) is uniquely determined by this condition.

PROOF. Uniqueness of b*(x) follows as in Theorem 7. We show that
b*(x) = (1 + a;)"1 • b o e_t(x) has the required property.

First, b*(x) is a d.A.f. of g(x) by Lemma 2 with <}>(x) = e_x{x) = log(l+a:)-
Second,
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lim a(x)lb*(x) = lim (1 + x)a(x)}b o e^x) = lim r(l + x)a(x)/a o e_x(x)

by (17) and

( l + * ) a ( * ) / a o «_!(*) = 1

by (3.2. )

COROLLARY. If co(x) is as in Theorem 7 and s is a non-negative integer then

g{x) = er+,{e_,{x) + (o o e_,{x))

is regular with respect to iteration.

The corollary follows from Theorems 6, 7 -and 8.

LEMMA 7. To every L-function g(x) which tends to infinity there is a uni-
quely determined positive real number /i and non-negative integers r, s such
that for every d, 0 < 8 < fi,

(22) er o {e_,{x)y-> < g{x) <ero {e_t{x))^».

This is one of Hardy's main results concerning the logarithmico-exponen-
tial scale and is proved in [4]. We shall say that g(x) is of the type (r, s, ju)
if it has the property (22).

Now suppose that g{x) is an L-function of the type (r, s, ft) with r > s.
Then

<e_,ogo e,(x) < er_s(x»+'),

«r-«(C« - d)x) < e-.-j.ogo ea+l{x) < er_,((j* + 8)x),

e^x + log(/* — 8)) < e_,_2 ogo el+2(x) < er_,(x + log(fi + d)).

Hence co(x) in

(23) f(x) = e_,_2 ogo e,+2{x) = -e^x + co(x))

is bounded. Since a>(x) is an L-function it is ultimately monotonic ([3],
Theorem 13). Suppose now that r > s, then by the corollary of Theorem 8
f(x) is regular with respect to iteration, and we have

THEOREM 9. Every L-function g(x) of the type (r, s, /j), r > s possesses a
unique d.A.f. b(x) characterized by the property

(24) • lim a(x)/b(x) = r — s.

If g(a;) is an L-function of the type (r, r, p) then (23) gives

f(x) = e_,_2ogo e,+2(x) = x + <o{x)

where co(x) is bounded and ultimately monotonic. Hence formula (1.7)
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applies and f(x) has a uniquely determined family of fractional iterates
/„(*) = x -\- (o^x) satisfying (4). By Theorem 5, f(x) is regular with respect
to iteration and the regular iterates are given by

(25) g* (x) = et+a o fa o e_,_2 (*).

Thus we obtain a unique family of "best" iterates for every i-function of
the type (r, s,/i),r^s.

If r < s then we apply Theorem 9 to the inverse of g(x) which satisfies a
relation of the type (22) with r > s ([4], p. 86). Hence we have proved:

THEOREM 10. Every L-function possesses a unique family of regular
fractional iterates.

In conclusion we mention some unsolved problems.
1. Suppose that f(x) is analytic on the positive real axis. Are the regular

fractional iterates also analytic? The method of proof of Theorem 7 only
gives the continuity of the first derivative and for instance it does not even
allow us to decide whether the regular iterates of e* are analytic.

2. Is there a smallest extension H* of If with the property that besides
being closed under the rational operations and exp and log, it is also closed
under regular fractional iteration? That is, any / e If* which tends to infinity,
is regular with respect to iteration and its regular iterates also belong to H*.

3. If the system H* exists, is it true that all members of If * are ultimately
monotonic and comparable with each other? Do these properties still hold if
we require If* to be closed under differentiation?

For the ultimate acceptance of a(x) as a new standard order of infinity it
would evidently be desirable to have an affirmative answer to all these
questions.
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