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GLAUBER DYNAMICS

FOR FERMION POINT PROCESSES

TOMOYUKI SHIRAI and HYUN JAE YOO

Abstract. We construct a Glauber dynamics on {0, 1}R, R a discrete space,
with infinite range flip rates, for which a fermion point process is reversible.
We also discuss the ergodicity of the corresponding Markov process and the
log-Sobolev inequality.

§1. Introduction

Fermion point processes date back to Macchi’s work [15], [16] and af-

ter that many authors have studied them in various contexts [3], [4], [21],

[24], [25]. Fermion point processes on a discrete space (fermion shift) are

investigated in [22], especially from the ergodic theoretic point of view. A

fermion point process on a discrete space R is a probability measure µK on

X = {0, 1}R associated with a symmetric (Hermitian) operator K on `2(R)

whose spectrum is contained in the closed interval [0, 1]. The measure µK

is defined as follows: for any function f with compact support Λ ⊂ R, the

Laplace transform is given by

∫

X
exp

(
−
∑

x∈R

f(x)ξx

)
dµK(ξ) = det(IΛ − (1 − e−f )KΛ),(1.1)

where KΛ is the restriction matrix of K on Λ. In Section 2, we will give

an expression of the measure for cylinder sets. It is given by the determi-

nants of finite matrices obtained from K, which is reflected by the fermionic

structure of the process. Hereafter we will drop the subscript K from the

notation.

In this paper, we construct a Glauber dynamics on X for which the

equilibrium measure µ is reversible and investigate the ergodic properties

of the dynamics. For the construction, we define the flip rates through the
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(one-point) conditional probabilities of the measure µ, say,

γx(ξx; ξ{x}c) := µ{η ∈ X : ηx = ξx | ηu = ξu for all u 6= x},(1.2)

for each x ∈ R and ξ ∈ X. We will see that (Proposition 3.1 (a)) under the

condition that

λ ≤ K ≤ 1 − λ(1.3)

for a 0 < λ ≤ 1/2, these conditional probabilities are given explicitly by

determinants of finite matrices obtained from K, and they are uniformly

bounded: for all x ∈ R, ξ ∈ X,

λ ≤ γx(ξx; ξ{x}c) ≤ 1 − λ.(1.4)

Let C(X) denote the space of continuous functions on X with product

topology. For f ∈ C(X) and x ∈ R, let

Varx(f) := sup{|f(η) − f(ζ)| : η, ζ ∈ X and ηy = ζy for all y 6= x}(1.5)

and define

D(X) :=

{
f ∈ C(X) : |||f ||| :=

∑

x∈R

Varx(f) < ∞
}

.(1.6)

In this paper, the Glauber dynamics will be defined through the following

generator:

Lf (ξ) :=
∑

x∈R

c(x, ξ)[f(ξx) − f(ξ)], f ∈ D(X),(1.7)

where ξx ∈ X is given by

ξx
y =

{
ξy, if y 6= x,

1 − ξx, if y = x,
(1.8)

and the flip rate c(x, ξ) is defined by

c(x, ξ) := γx(ξx; ξ{x}c)−1.(1.9)

It should be worthy to emphasize that our flip rate is not of finite range in

general.
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From definition, the detailed balance condition is automatically satis-

fied and we note that the corresponding pre-Dirichlet form is given by

E(f, g) = −
∫

X
fLg dµ(1.10)

=
∑

x∈R

∫

X
∇xf(ξ)∇xg(ξ) dµ(ξ)

for f, g ∈ D(X), where ∇xf(ξ) = f(ξx) − f(ξ). It is obvious under the

condition (1.4) that Lg ∈ L2(X,µ) for g ∈ D(X). Thus (E ,D(X)) is

closable in L2(X,µ) and its closure is a Dirichlet form [10], [19].

The main result in this paper is to show that the closure of the pregen-

erator L defined in (1.7) is a Markov generator of a continuous semigroup

{Tt, t ≥ 0} on C(X) under the condition that

inf
x∈R

{
min{K(x, x), 1 − K(x, x)} −

∑

y∈R : y 6=x

|K(x, y)|1
}

≥ λ(1.11)

for a 0 < λ ≤ 1/2, where |a|1 = |Re a| + | Im a| for any complex number a.

It is immediate to see that (1.11) implies (1.3).

Theorem 1.1. Suppose that (1.11) holds. Then the closure in C(X)
of the operator L in (1.7) is the generator of a Markov semigroup {Tt, t ≥ 0}
and there is a unique Feller Markov process {ξt, t ≥ 0} on X corresponding

to Tt.

We remark that the diffusion process for the fermion point process on

the continuum space R1 associated with the sine kernel (Dyson’s model) is

discussed using Dirichlet form theory in [20], [25].

Next we discuss the ergodic property of the Markov process constructed

in Theorem 1.1. By P(X) we denote the space of all probability measures on

(X,B(X)), where B(X) is the Borel σ-algebra. Given a Markov semigroup

{Tt, t ≥ 0} on C(X) and ν ∈ P(X), the probability measure νTt, t ≥ 0, is

defined by the relation:
∫

X
fdνTt =

∫

X
Ttfdν.(1.12)

Recall that a probability measure ν ∈ P(X) is said to be invariant for the

Markov process corresponding to the semigroup {Tt, t ≥ 0} if νTt = ν for

all t ≥ 0. We say that the Markov process is ergodic if
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(a) the invariant probability measure is unique, say ν0, and

(b) limt→∞ νTt = ν0 for all ν ∈ P(X), where the convergence of the

measures is in the weak sense.

In relevance to the ergodicity we have the following result.

Theorem 1.2. Suppose that (1.11) holds. If

q(K) := sup
x∈R

∑

y∈R : y 6=x

|K(x, y)|1

is sufficiently small then the Markov process with semigroup {Tt, t ≥ 0}
constructed in Theorem 1.1 is ergodic and µ is the unique invariant measure.

We now turn our attention to the L2-theory for the dynamics. Let us

consider {Tt, t ≥ 0} as a contraction semigroup in L2(X,µ) corresponding

to the Dirichlet form E in (1.10). We are mainly concerned with the log-

Sobolev inequality [7]: there exists a constant c > 0 such that

µ

(
f2 log

f2

‖f‖2

)
≤ cE(f, f)(1.13)

for any real measurable function f such that the r.h.s. is well defined, where

µ(f) =
∫
X f dµ. Once we have the log-Sobolev inequality, we get the spec-

tral gap estimate [5], [23]:

‖Ttf − µ(f)‖L2 ≤ e−2t/cµ(f ; f)1/2,(1.14)

where µ(f ; f) := µ(f2)−µ(f)2. Therefore the process converges to equilib-

rium exponentially fast. There are vast literature on this field for various

models but we give just a limited list which are related to our model, for

example we may refer to [1], [8], [12], [14], [18], [26], [27]. In particular, we

strongly refer to the recent survey lecture notes [8] and [18].

In Section 3, we will define the specification {EΛ}Λ⊂R for the measure

µ: for any finite subset Λ ⊂ R
∫

X
EΛf(ξ) dµ(ξ) = µ(f)(1.15)

for any bounded measurable function f . For the Glauber dynamics we have

the following result (we also use the notation Eξ
Λf for EΛf(ξ)):
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Theorem 1.3. Suppose that (1.3) holds. If

q(K) := sup
x∈R

∑

y∈R : y 6=x

|K(x, y)|1

is sufficiently small then there exists a constant c ∈ (0,∞) such that for

any finite Λ ⊂ R and ξ ∈ X we have

Eξ
Λf2 log

(
f2

Eξ
Λf2

)
≤ cEξ

Λ|∇Λf |2(1.16)

for any real measurable function f such that the r.h.s. is well defined. More-

over the log-Sobolev inequality (1.13) holds. Here |∇Λf |2 =
∑

x∈Λ |∇xf |2.

We remark that if q(K) = 0 then the corresponding measure µK is

the Bernoulli measure (see Example 2.2). The smallness of q(K) in the

condition of Theorem 1.2 and Theorem 1.3 corresponds to the weakness of

the many body interactions in statistical mechanical models.

This paper is organized as follows: In Section 2 we introduce fermion

point processes and give explicit form of the measures for cylinder sets.

In Section 3 we provide the specification for a fermion point process. In

Section 4 we give the proofs for the theorems. In Appendix we summarize

the proof of “sweeping out relations” which is used to prove Theorem 1.3.

§2. Fermion point processes on a discrete space

In this section, we introduce a class of Borel probability measures which

are called fermion point processes and show some basic properties of them.

Let R be a countable set and X be the compact space {0, 1}R with

product topology. For ξ = {ξx}x∈R ∈ X, we denote the subset {x ∈ R ;

ξx = 1} of R by Λ(ξ). Let K be a symmetric operator on (complex) `2(R)

and assume that the spectrum of K is contained in the closed unit interval

[0, 1]. Now we define the map from X to the space of all bounded linear

operators on `2(R) by

K(ξ) := PΛ(ξ)K + PΛ(ξ)c(I − K),(2.1)

where PΛ(ξ) and PΛ(ξ)c are the projection operators onto `2(Λ(ξ)) and

`2(Λ(ξ)c), respectively. It should be noted that K(ξ) is not a symmetric

operator in general and that the map ξ 7→ K(ξ) is continuous in the strong

operator topology.
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For any bounded linear operator T on `2(R) and any subset ∆,∆′ ⊂
R, we define the restriction operator T∆,∆′ := P∆TP∆′ , where P∆ is the

projection operator onto `2(∆). In particular, we simply denote T∆,∆ by

T∆. We also denote the restriction of ξ ∈ X to ∆ by ξ∆. By abuse of the

notation, we denote the cylinder set {ζ ∈ X ; ζ∆ = ξ∆} by ξ∆, too.

Theorem 2.1. ([22]) Let K be a symmetric operator on `2(R) and as-

sume that the spectrum of K is contained in the unit closed interval [0, 1].
Then there exists a unique Borel probability measure µ on X = {0, 1}R such

that the measure of a cylinder set ξ∆ is given by

µ(ξ∆) = det(K
(ξ)
∆ )(2.2)

for any finite subset ∆ ⊂ R. Moreover, the Laplace transform of µ is given

by (1.1).

Proof. We note that if I∆ − K∆ is invertible

det(K
(ξ)
∆ ) = det(I∆ − K∆) det(PΛ(ξ)∩∆K∆(I∆ − K∆)−1 + PΛ(ξ)c∩∆)

(2.3)

= det(I∆ − K∆) det(PΛ(ξ)∩∆K∆(I∆ − K∆)−1PΛ(ξ)∩∆) ≥ 0

since both K and I −K are positive definite. By the continuity of determi-
nant, the above inequality is still valid even if I∆−K∆ is not invertible. So

we can define a nonnegative function µ∆ on {0, 1}∆ by µ∆(ξ∆) = det(K
(ξ)
∆ ).

It is easy to see that

det(K
(ξ)
∆\{u}) = det(K

(ξ)
∆ ) + det(K

(ξu)
∆ ),(2.4)

or equivalently,

µ∆\{u}(ξ∆\{u}) = µ∆(ξ∆) + µ∆(ξu
∆)(2.5)

for any finite subset ∆ ⊂ R and u ∈ ∆, where ξu is defined in (1.8). In
particular, when ∆ = {u}, we get

µ{u}(ξ{u}) + µ{u}(ξ
u
{u}) = K(ξ)(u, u) +

(
1 − K(ξ)(u, u)

)
= 1.(2.6)

We regard the cylinder set ξ∅ as the whole space X. The equalities (2.5) and
(2.6) imply that µ∆ is a probability measure on {0, 1}∆ and also that the
family of probability measures {µ∆} satisfies the Kolmogorov consistency
condition. Hence there exists a unique probability measure µ on X whose
marginal distributions are given by (2.2). It is easy to see that the Laplace
transform of µ is given by (1.1).
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The probability measure obtained in Theorem 2.1 is called a fermion

point process following [15], [16]. Typical examples are given by translation

invariant kernels as in the following.

Example 2.2. Let R = Zd and k̂(θ) be a Borel measurable even func-
tion on [−π, π]d taking its values in [0, 1]. Define the function k : Zd → R

as the Fourier coefficient of k̂, that is,

k(x) =
( 1

2π

)d
∫

[−π,π]d
k̂(θ)eixθ dθ (x ∈ Zd).(2.7)

Let K be a Toeplitz operator, a convolution operator on `2(Zd) with convo-
lution kernel k. Then, K satisfies the required condition in Theorem 2.1 and
we obtain the probability measure on X invariant under the Zd-action. This
class contains Bernoulli measures. Indeed, when K = αI (0 < α < 1) or
equivalently k̂(θ) ≡ α, the corresponding measure µ is (α, 1−α)-Bernoulli.
The n-point function ρn(x1, . . . , xn) := µ(1{x1,...,xn}) is given by the deter-
minant of the Toeplitz matrix, det(K(xi, xj))

n
i,j=1, where 1 is the configu-

ration with all sites 1.

The ergodic properties of shift invariant measures on X constructed in

the above example have been investigated in [22]. Physical applications can

be found in [2], [17] where the 1-dimensional quantum XY model is dealt

with. The two point function for the ground state of the model is computed

through the Toeplitz matrix as in the example.

§3. Specification for fermion point process

Throughout this section, we always assume that K satisfies (1.3). Now

we give an explicit form of a conditional probability by using the original

matrix K. In the sequel, by Λ ⊂⊂ R we mean that Λ is a finite subset of

R. For ζΛ1 ∈ {0, 1}Λ1 and ξΛ2 ∈ {0, 1}Λ2 , Λ1 ∩ Λ2 = ∅, the juxtaposition

ζΛ1ξΛ2 is a configuration on Λ1 ∪ Λ2 which coincides with ζΛ1 on Λ1 and

with ξΛ2 on Λ2. If Λ is a singleton, say Λ = {x}, we will also use ξx instead

of ξ{x}. For any Λ ⊂ R, we denote by FΛ the σ-algebra generated by the

projections X 3 ξ 7→ ξx ∈ {0, 1}, x ∈ Λ.

Proposition 3.1. (a) Given any Λ ⊂⊂ R, ξ ∈ X, and ζΛ ∈ XΛ :=
{0, 1}Λ, the limit

γΛ(ζΛ; ξΛc) := lim
∆↑R

µ(ζΛξ∆\Λ)

µ(ξ∆\Λ)
(3.1)
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exists as a finite positive number and is given by

γΛ(ζΛ; ξΛc) = det
(
K

(ζ)
Λ − K

(ζ)
Λ,Λc(K

(ξ)
Λc )−1K

(ξ)
Λc,Λ

)
> 0.(3.2)

In particular, we have

λ ≤ γx(ζx; ξ{x}c) ≤ 1 − λ(3.3)

for any x ∈ R, ζx ∈ {0, 1}, ξ ∈ X.

(b) For Λ ⊂⊂ R and a bounded measurable function f , define

EΛf(ξ) :=

∫

XΛ

γΛ(ζΛ; ξΛc)f(ζΛξΛc) dζΛ,(3.4)

where dζΛ is the counting measure. Then, EΛf is a version of the condi-

tional expectation E(f |FΛc) and {EΛ}Λ⊂⊂R is a system of probability kernel

(specification) [6].

The conditional probability also has been given in a little different form

in [22]. For the proof of the proposition, we prepare two lemmas.

Lemma 3.2. Let K be a symmetric operator on `2(R) satisfying the

condition (1.3). For any ξ ∈ X and ∆ ⊂ R, K
(ξ)
∆ is invertible in the projec-

tion space P∆`2(R) ≡ `2(∆) and the inverse (K
(ξ)
∆ )−1 satisfies ‖(K(ξ)

∆ )−1‖ ≤
1/λ, uniformly in ξ ∈ X and ∆ ⊂ R.

Proof. We consider the case ∆ = R. Given a vector f ∈ `2(R), we let
fΛ := PΛf and fΛc := PΛcf . Denote by 〈 · , · 〉 the usual inner product ein
`2(R). We then get (Λ := Λ(ξ))

〈f,K(ξ)f〉 = 〈fΛ + fΛc , (PΛK + PΛc(I − K))(fΛ + fΛc)〉(3.5)

= 〈fΛ,KfΛ〉 + 〈fΛc , (I − K)fΛc〉 + 2i Im〈fΛ,KfΛc〉.

By using (1.3) we see that

|〈f,K(ξ)f〉| ≥ λ‖fΛ‖2 + λ‖fΛc‖2 = λ‖f‖2.(3.6)

Thus we get

‖K(ξ)f‖ ≥ λ‖f‖ uniformly in ξ ∈ X.(3.7)

This says that K(ξ) is invertible and ‖(K(ξ))−1‖ ≤ 1/λ. The case of general
∆ ⊂ R also follows from the observation (3.7).
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Lemma 3.3. Let A be a bounded operator on `2(R) with bounded in-

verse. Suppose that A−1
∆ exists in the projection space `2(∆) for any sub-

set ∆ and uniformly bounded, i.e., sup∆⊂R ‖A−1
∆ ‖ < ∞. Set the operator

Ã∆ := A∆ ⊕ A∆c on `2(R) = `2(∆) ⊕ `2(∆c). Then, (Ã∆)−1 converges to

A−1 in the strong operator topology as ∆ tends to R.

Proof. Observe that

(Ã∆)−1 − A−1 = (Ã∆)−1(A − Ã∆)A−1(3.8)

= (Ã∆)−1(P∆AP∆c + P∆cAP∆)A−1.

Since P∆c converges to 0 strongly as ∆ → R, we obtain ‖((Ã∆)−1 −
A−1)f‖ → 0 for any f ∈ `2(R).

Proof of Proposition 3.1. Since part (b) follows from part (a) immedi-
ately, we will prove part (a) only. Let Λ be a finite subset of R. From the
definition of the measure µ we can write the ratio of the measures as

µ(ζΛξ∆\Λ)

µ(ξ∆\Λ)
= det

(
K

(ζ)
Λ K

(ζ)
Λ,∆\Λ

K
(ξ)
∆\Λ,Λ K

(ξ)
∆\Λ

)
/

det
(
K

(ξ)
∆\Λ

)
.(3.9)

By an elementary manipulation on determinants it is easy to check that

µ(ζΛξ∆\Λ)

µ(ξ∆\Λ)
= det

(
K

(ζ)
Λ − K

(ζ)
Λ,∆\Λ(K

(ξ)
∆\Λ)−1K

(ξ)
∆\Λ,Λ

)
,(3.10)

where the matrix is of size |Λ|. Since determinant is a continuous function
on the matrix components, in order to get the limit in the l.h.s. of (3.10) it
is enough to show that each matrix component in the r.h.s. of (3.10) has a
limit as ∆ ↑ R. A component, say (x, y)-component of it, is given by

K(ζ)(x, y) − K
(ζ)
Λ,∆\Λ(x, · )(K(ξ)

∆\Λ)−1K
(ξ)
∆\Λ,Λ( · , y),(3.11)

where K
(ζ)
Λ,∆\Λ(x, · ) is the xth row vector of K

(ζ)
Λ,∆\Λ and K

(ξ)
∆\Λ,Λ( · , y) is the

y th column vector of K
(ξ)
∆\Λ,Λ. By Lemma 3.2 all the matrices K

(ξ)
∆ have

(uniformly) bounded inverses on `2(∆), so by using Lemma 3.3 it is easy to
check that we have the limit

lim
∆↑R

{
K(ζ)(x, y) − K

(ζ)
Λ,∆\Λ(x, · )(K(ξ)

∆\Λ)−1K
(ξ)
∆\Λ,Λ( · , y)

}
(3.12)

= K(ζ)(x, y) − K
(ζ)
Λ,Λc(x, · )(K(ξ)

Λc )−1K
(ξ)
Λc,Λ( · , y).
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We have proven that the limit (3.1) exists and is given by (3.2).
Now suppose that Λ = {x}. We will show that

µ(ζxξ∆\{x})

µ(ξ∆\{x})
≥ λ, for all ∆, ζx ∈ {0, 1}, and ξ ∈ X.(3.13)

This proves the second assertion in part (a) because

µ(ζxξ∆\{x})

µ(ξ∆\{x})
+

µ(ζxξ∆\{x})

µ(ξ∆\{x})
= 1,(3.14)

where ζx = 1 − ζx. By definition we have

(
µ(ζxξ∆\{x})

µ(ξ∆\{x})

)2

=
det
(
(K

(ζxξ{x}c)

∆ )∗K
(ζxξ{x}c)

∆

)

det
(
(K

(ξ)
∆\{x})

∗K
(ξ)
∆\{x}

) .(3.15)

We notice that P∆\{x}

(
(K

(ζxξ{x}c)

∆ )∗K
(ζxξ{x}c)

∆

)
P∆\{x} ≥ (K

(ξ)
∆\{x})

∗K
(ξ)
∆\{x}.

By using the minimax principle for the eigenvalues of symmetric matrix
[11] we see that the r.h.s. of (3.15) is greater than or equal to λ2

min, the

minimum eigenvalue of (K
(ζxξ{x}c)

∆ )∗K
(ζxξ{x}c)

∆ . But λ2
min ≥ λ2 by (3.7). We

get (3.13) and the proof of Proposition 3.1 is completed.

§4. Proof of Theorems

For the proof of the theorems, we need the following estimates for

inverse matrices, whose proof may be interesting in itself.

Lemma 4.1. Let S be a countable set and A = (A(x, y))x,y∈S a (com-

plex) matrix with index set S. Suppose that there exist positive numbers

0 < λ < b such that −b ≤ A(x, x) < 0, x ∈ S, and supx∈S

{
A(x, x) +∑

y 6=x |A(x, y)|1
}
≤ −λ. Then A defines a bounded operator on `∞(S) with

inverse and |A−1(x, y)|1 ≤ 1
λ Γ(x, y), where Γ = b−λ

b Π
(
I − b−λ

b Π
)−1

and Π
is a substochastic matrix on S given by

Π(x, y) =

{
|A(x,y)|1�

z∈S :z 6=x |A(x,z)|1
, x 6= y,

0, x = y,
(4.1)

if
∑

z∈S : z 6=x |A(x, z)|1 6= 0, and Π(x, y) = 0 for each y ∈ S if
∑

z∈S : z 6=x

|A(x, z)|1 = 0.
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Proof. We first assume that A is a real matrix. Let S be a copy of S
and we use x, y, . . . for the elements of S. We define a Markov chain on the
state space S ∪S with a Q-matrix Q whose elements are defined as follows:

Q(x, y) = Q(x, y) = A(x, y)+, if x 6= y,

Q(x, y) = Q(x, y) = A(x, y)−, if x 6= y,

Q(x, x) = Q(x, x) = 0, for all x ∈ S,

Q(x, x) = Q(x, x) = −
∑

y∈S : y 6=x

|A(x, y)|,
(4.2)

where a± = max{±a, 0}. We notice that
∑

ỹ∈S∪S Q(x̃, ỹ) = 0 for any

x̃ ∈ S ∪ S. Given a function f ∈ `∞(S), we extend it to a function f̃ ∈
`∞(S ∪ S) by f̃(x) = f(x) and f̃(x) = −f (x) for each x ∈ S. We consider
the anti-symmetric subspace `∞a (S ∪ S) of `∞(S ∪ S) defined by

`∞a (S ∪ S) = {g ∈ `∞(S ∪ S) : g(x) = −g(x) for any x ∈ S}.(4.3)

Note that Q can be regarded as an operator on `∞a (S ∪ S). We also define
a multiplication operator V on `∞(S ∪ S) with a function

V (x̃) = A(x, x) +
∑

y∈S : y 6=x

|A(x, y)|, if x̃ = x or x,(4.4)

which leaves `∞a (S ∪ S) invariant. We notice that by the hypotheses

V (x̃) ≤ −λ, for all x̃ ∈ S ∪ S.(4.5)

Now we consider the following equation:

Af(x) = h(x), x ∈ S,(4.6)

for h ∈ `∞(S). The l.h.s. of (4.6) can be rewritten as

Af(x) =
∑

ỹ∈S∪S

Q(x, ỹ)(f̃(ỹ) − f̃(x)) +

(
A(x, x) +

∑

y∈S : y 6=x

|A(x, y)|
)

f̃(x).

(4.7)

Thus (4.6) is equivalent to

(Q + V )f̃(x̃) = h̃(x̃), x̃ ∈ S ∪ S.(4.8)
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for h̃ ∈ `∞a (S ∪ S). Let {Xt, t ≥ 0} be the Markov chain on S ∪ S which is
generated by Q. Then by the Feynman-Kac formula, we obtain

f̃(x̃) = (Q + V )−1h̃(x̃) = −Ex̃

[∫ ∞

0
h̃(Xt) exp

(∫ t

0
V (Xs) ds

)
dt

]
.(4.9)

In order to get the matrix components A−1(x, y), we take h = δy, the delta
function at point y ∈ S. Thus h̃ = δ̃y = δy−δy. Let us define the projection
π : S ∪ S → S by π(z) = π(z) = z. Then from (4.9) and by noting that
V (x) = V (x), x ∈ S, we have the bound:

|A−1(x, y)| ≤ Ex

[∫ ∞

0
δy(π(Xt)) exp

(∫ t

0
V (π(Xs)) ds

)
dt

]
.(4.10)

We notice that the probability law of the chain {π(Xt)} on S is the same
as that of the Markov chain on S with a Q-matrix Q̂ defined by Q̂(x, y) =
|A(x, y)|, x 6= y, and

∑
y∈S Q̂(x, y) = 0 for all x ∈ S. By using the strong

Markov property and the fact that V ≤ −λ we get

|A−1(x, y)| ≤ ‖(Q̂ + V )−1‖ · Ex[e
−λτy ; τy < ∞],(4.11)

where τy is the first hitting time at y of the chain {π(Xt)} and ‖(Q̂+V )−1‖
is the operator norm of (Q̂ + V )−1 acting on `2(S), which is bounded by
1/λ. For simplicity we write uy(x) := Ex[e

−λτy ; τy < ∞]. Let us define a
substochastic matrix on S by

Π(x, y) :=

{
Q̂(x, y)/|Q̂(x, x)|, if x 6= y,

0, if x = y,
(4.12)

if |Q̂(x, x)| 6= 0; Π(x, y) = 0 for every y ∈ S if |Q̂(x, x)| = 0. Let α(x)
be a random variable of exponential distribution with parameter Q(x) =
|Q̂(x, x)| and we use E for the expectation. We then have the following
identity:

uy(x) = E[e−λα(x)]

(
Π(x, y) +

∑

z 6=y

Π(x, z)uy(z)

)
.(4.13)

By the hypotheses we get E[e−λα(x)] = Q(x)
λ+Q(x) ≤ b−λ

b uniformly in x ∈ S.

We put this estimate into (4.13) and make an infinite iteration to get

uy(x) ≤ Γ(x, y),(4.14)
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where Γ :=
∑∞

n=1

(
( b−λ

b )Π
)n

, which is a bounded operator on `∞(S) with

norm less than b−λ
λ . By using (4.11) and (4.14) we complete the proof for

the real case.

We consider the case where A is a complex matrix. We write A =
A1 + iA2, where A1 and A2 are real matrices. Let S1 and S2 be two copies
of S. Then we naturally have the bijection

`2(S) 3 f = f1 + if2 7→ f1 ⊕ f2 ∈ `2
real(S1) ⊕ `2

real(S2) ∼= `2
real(S1 ∪ S2),

(4.15)

where `2
real( · ) means the real Hilbert space. Under this map, A on `2(S) is

equivalent to the real matrix

A =

(
A1 −A2

A2 A1

)
(4.16)

acting on `2
real(S1 ∪ S2). Let A−1 := C + iD, where C and D are real

matrices. It is easy to check that

C = PS1A−1PS1 , D = −PS1A−1PS2 ,(4.17)

where PSi
, i = 1, 2, are the projections of `2

real(S1 ∪S2) to `2
real(Si), i = 1, 2,

respectively. We notice that A satisfies the hypotheses in the lemma with
S being replaced by S1 ∪S2. By applying the above result for the real case
we prove the lemma.

The condition (4.18) below is a well known sufficient condition for the

construction of a Feller Markov process on C(X) with pre-generator L de-

fined by (1.7) [13].

Lemma 4.2. Suppose that (1.11) holds. Then we have

sup
x∈R

∑

u6=x

sup
ξ∈X

|c(x, ξ) − c(x, ξu)| < ∞.(4.18)

Proof. By definition of the flip rates in (1.9) and (3.3), the condition
(4.18) is equivalent to

sup
x∈R

∑

u6=x

sup
ξ∈X

∣∣γx(ξx; ξ{x}c) − γx(ξx; ξu
{x}c)

∣∣ < ∞.(4.19)
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From (3.2) we see that for any ζ, ξ ∈ X

γx(ζx; ξ{x}c) = K(ζ)(x, x) − K
(ζ)
{x},{x}c(x, · )(K(ξ)

{x}c)
−1K

(ξ)
{x}c,{x}( · , x),

(4.20)

where K
(ζ)
{x},{x}c(x, · ) and K

(ξ)
{x}c,{x}( · , x) are the xth row vector of K(ζ) and

the xth column vector of K(ξ) removing the xth component, respectively.
By inserting the formula (4.20) into (4.19) we get

(4.21)

γx(ξx; ξ{x}c) − γx(ξx; ξu
{x}c)

= K
(ξ)
{x},{x}c(x, · )

{
(K

(ξu)
{x}c)

−1K
(ξu)
{x}c,{x}

( · , x) − (K
(ξ)
{x}c)

−1K
(ξ)
{x}c,{x}

( · , x)
}
.

Now we introduce the following diagonal matrices (with index set R\ {x})

Q(u) :=




. . .

1 0
−1

0 1
. . .




, R(u) :=




. . .

0 0
1

0 0
. . .




,(4.22)

where −1 appears at the (u, u)-position of Q(u) and R(u) has nonzero com-
ponent 1 only at the (u, u)-position. By using the equalities (Q(u))2 = I{x}c

and Q(u)R(u) = −R(u), we have

(K
(ξu)
{x}c)

−1 =
(
Q(u)K

(ξ)
{x}c + R(u)

)−1
(4.23)

= (K
(ξ)
{x}c)

−1
(
I{x}c − R(u)(K

(ξ)
{x}c)

−1
)−1

Q(u).

Note that
(
R(u)(K

(ξ)
{x}c)

−1
)2

= (K
(ξ)
{x}c)

−1(u, u)R(u)(K
(ξ)
{x}c)

−1 and by Lem-
ma 3.2

(4.24)

∣∣∣∣∣∣
1

1 − (K
(ξ)
{x}c)−1(u, u)

∣∣∣∣∣∣
≤ 1

λ
− 1,

uniformly in ξ ∈ X and u ∈ R \ {x}.
Then it is easy to check that

(K
(ξu)
{x}c)

−1 = (K
(ξ)
{x}c)

−1

{
I{x}c +

1

1 − (K
(ξ)
{x}c)−1(u, u)

R(u)(K
(ξ)
{x}c)

−1

}
Q(u).

(4.25)
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From this formula we also see that

1 − (K
(ξu)
{x}c)

−1(u, u) =
1

1 − (K
(ξ)
{x}c)−1(u, u)

.(4.26)

We insert (4.25) into (4.21) and use the fact that K
(ξu)
{x}c,{x}( · , x) =

Q(u)K
(ξ)
{x}c,{x}( · , x) to get

(4.27)∣∣γx(ξx; ξ{x}c) − γx(ξx; ξu
{x}c)

∣∣

=

∣∣∣∣
1

1−(K
(ξ)
{x}c)−1(u, u)

K
(ξ)
{x},{x}c(x, ·)(K(ξ)

{x}c)
−1R(u)(K

(ξ)
{x}c)

−1K
(ξ)
{x}c,{x}( · , x)

∣∣∣∣

≤
(
1 +

1

λ

)∣∣K(ξ)
{x},{x}c(x, ·)(K(ξ)

{x}c)
−1R(u)(K

(ξ)
{x}c)

−1K
(ξ)
{x}c,{x}( · , x)

∣∣.

Now we apply Lemma 4.1 to this situation. Notice that the matrix

−K
(ξ)
{x}c satisfies the hypotheses in Lemma 4.1 for A with S = R \ {x},

b = 1, and λ being the same λ given in (1.11). Therefore we get

∣∣(K(ξ)
{x}c)

−1(y, z)
∣∣ ≤ 1

λ
Γ(y, z),(4.28)

where Γ = (1−λ)Π(I{x}c − (1−λ)Π)−1 and Π is a substochastic matrix on
R \ {x} given by

Π(y, z) =

{
|K(y,z)|1�

z∈R\{x} :z 6=y |K(y,z)|1
, y 6= z

0, y = z

if
∑

z∈R\{x}:z 6=y |K(y, z)|1 6= 0; Π(y, z) = 0 for any z, otherwise. We remark
that the matrix Γ is a bounded operator on `∞(R\{x}) and it is independent
of ξ ∈ X. We insert the estimation (4.28) to (4.27) to get

∣∣γx(ξx; ξ{x}c) − γx(ξx; ξu
{x}c)

∣∣(4.29)

≤
( 1 + λ

λ3

)(
K̂{x},{x}c(x, ·)Γ

)
(u)
(
ΓK̂{x}c,{x}( · , x)

)
(u),

where K̂ is the matrix with K̂(y, z) = |K(y, z)|. Now the ξ-dependency has
already disappeared in the r.h.s. of (4.29). We note that K̂{x},{x}c(x, · ) is
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in `1(R \ {x}) with `1-norm less than 1. Thus by summing over u on both
sides of (4.29) we get

∑

u6=x

sup
ξ∈X

∣∣γx(ξx; ξ{x}c) − γx(ξx; ξu
{x}c)

∣∣ ≤
( 1 + λ

λ3

)( 1 − λ

λ

)2
< ∞,(4.30)

which was to be proven. We complete the proof.

We are now ready to prove Theorem 1.1 and Theorem 1.2.

Proof of Theorem 1.1. Theorem 1.1 follows from Lemma 4.2. For ex-
ample, we may use Theorem 3.9 and Theorem 1.5 of Chapter I of [13].

For the proof of Theorem 1.2, we will use the so called M -ε criterion in

[13]. Let M be the finite value of the l.h.s. of (4.18) and define

ε := inf
x∈R

inf
ξ∈X

[c(x, ξ) + c(x, ξx)].(4.31)

The following result is given in [13, Chap. I, Theorem 4.1]:

Theorem 4.3. Let M and ε be defined as above. If M < ε, then the

Markov process with semigroup {Tt ; t ≥ 0} generated by L in (1.7) is

ergodic. Furthermore, for g ∈ D(X),

∥∥∥∥Ttg −
∫

X
g dν0

∥∥∥∥
u

≤
(

sup
x∈R,ξ∈X

c(x, ξ)

)
e−(ε−M)t

ε − M
|||g|||,(4.32)

where ν0 is the unique invariant measure of the process and ‖ · ‖u stands

for the uniform norm.

Proof of Theorem 1.2. By construction, µ is reversible for the process,
especially it is invariant. We will show that under the hypotheses of The-
orem 1.2 the M -ε criterion in Theorem 4.3 is satisfied. By using (1.9) and
(3.3) we see that

ε ≥ 2(1 − λ)−1.(4.33)

So, it is enough to show that M < 2(1 − λ)−1. By using (3.3) once more
we are in the same position of showing (4.19) except that we now require
the bound in the r.h.s. of (4.19) to be less than 2λ2(1 − λ)−1. We fol-
low the proof of Lemma 4.2 (cf. the proof of Lemma 4.1). In the renewal
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equation (4.13) we have the Laplace transform of random variables of expo-

nential distribution, which now should be the values QK(x)
λ+QK(x) , x ∈ R, where

QK(x) :=
∑

y∈R : y 6=x |K(x, y)|1. But these values are uniformly bounded

by q(K)
λ+q(K) , where q(K) = supx∈R QK(x). Finally we get an upper bound(

1+λ
λ3

)
q(K)2 for the l.h.s. of (4.19). This value can be small as much as we

like by taking q(K) small. Therefore we have proven that M < ε if q(K) is
small. Theorem 1.2 now follows from Theorem 4.3.

Now we prove Theorem 1.3. We recall that the flip rates in our model

are not of finite range in general. The log-Sobolev inequality for the discrete

spin systems with infinite range interactions are discussed for instance in

[12] and [8]. We will mainly apply the methods developed in [8] whose

main ingredients are the so called “sweeping out relations” (4.34) together

with the Dobrushin uniqueness condition and martingale expansion method

introduced in [14]. We will summarize the proof of the following lemma in

the Appendix for readers’ convenience.

Lemma 4.4. Suppose that q(K) is sufficiently small. Then for x /∈
Λ ⊂⊂ R and real measurable function f , there exist nonnegative numbers

α
(Λ)
xy ’s such that

|∇xẼΛf | ≤ ẼΛ∇xf +
∑

y∈Λ

α(Λ)
xy ẼxẼΛ∇yf(4.34)

with

αxy := sup
Λ⊂⊂R : y∈Λ,x/∈Λ

α(Λ)
xy(4.35)

satisfying

α := sup
x∈R

max

(∑

y 6=x

αxy,
∑

y 6=x

αyx

)
< ∞.(4.36)

Here ẼΛf stands for |EΛf2|1/2.

Once we have prepared the above lemma the proof of (1.16) follows

immediately and is given in [8, Theorem 5.22], however here we sketch the

proof.
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Proof of Theorem 1.3. Suppose that |Λ| = N and let {x1, . . . , xN} be
an enumeration of the points in Λ. Let Λn := {x1, . . . , xn}, 1 ≤ n ≤ N ,
and let Ẽn := ẼΛn . For a real measurable function f , set fn := Ẽnf ,
f0 = |f |. We notice that any measure EΛ restricted to a single point σ-
algebra for a point inside Λ has a uniform log-Sobolev constant, say c0. In
fact, we see that for any Λ ⊂⊂ R and ξ ∈ X, the measure Eξ

Λ( · ) being
restricted to a single site x ∈ Λ, is absolutely continuous with respect to
the ( 1

2 , 1
2 )-Bernoulli measure on {0, 1} with a Radon-Nikodym derivative,

say ρ
(ξ)
Λ (ζx). By the same argument to show (3.3) we see that ρ

(ξ)
Λ (ζx) is

uniformly bounded as λ ≤ ρ
(ξ)
Λ (ζx) ≤ 1 − λ. Thus we have a uniform

log-Sobolev constant. By using the so called martingale expansion method
developed in [14], we have the following bound:

ENf2 log

(
f2

ENf2

)
=

N∑

n=1

EN

(
Enf2

n−1 log
f2

n−1

Enf2
n−1

)
(4.37)

≤ c0

N∑

n=1

EN |∇xnfn−1|2.

We use Lemma 4.4, the Schwarz inequality, and consistency of the specifi-
cation, to get

ENf2 log

(
f2

ENf2

)
≤ c0(α + 1)2EN |∇ΛN

f |2,(4.38)

where |∇ΛN
f |2 =

∑
x∈ΛN

|∇xf |2. Thus (1.16) is proven. The global log-
Sobolev inequality (1.13) follows from (1.16) by simple approximation.

§5. Appendix

In this Appendix, we give the proof of Lemma 4.4. Under the condition

(1.3), if q(K) is sufficiently small, the inequality (1.11) holds for a possibly

different λ1 > 0:

inf
x∈R

{
min{K(x, x), 1 − K(x, x)} −

∑

y∈R : y 6=x

|K(x, y)|1
}

≥ λ1.(5.1)

In the sequel, the constants depend only on λ in (1.3) and λ1 in (5.1).

Recall that Dobrushin’s independence matrix is given by

Cxy := sup
ξ∈X

sup
A∈F{x}

∣∣Eξ
x(A) − Eξy

x (A)
∣∣,(5.2)
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where Eξ
x(A) := E{x}(1A)(ξ) (see (3.4)) and hereafter we will also use Eξ

Λ( · )
for EΛ( · )(ξ). It is easy to see that

Cxy = sup
ξ∈X

∣∣γx(ξx; ξ{x}c) − γx(ξx; ξy
{x}c)

∣∣.(5.3)

Lemma 5.1. Suppose that (5.1) holds. Then

sup
x∈R

max

(∑

y 6=x

Cxy,
∑

y 6=x

Cyx

)
≤ c1q(K)2.(5.4)

Proof. By (5.3) we follow the argument of the proof of Theorem 1.2
to get

sup
x∈R

∑

y 6=x

Cxy ≤ c′1q(K)2.(5.5)

In order to get the other bound recall that

γx(ξx; ξ{x}c) = lim
∆↑R

µ(ξ∆)

µ(ξ∆\x)
.(5.6)

It is very convenient to write the r.h.s. of the above equation just by
µ(ξ)/µ(ξ{x}c) even though both numerator and denominator are zero. By
following this convention and by using (3.3) and the fact that (informal!)
µ(ξ{x}c) = µ(ξ) + µ(ξx) we see that

∣∣γx(ξx; ξ{x}c) − γx(ξx; ξy
{x}c)

∣∣(5.7)

≤ (1 − λ)2
∣∣γx(ξx; ξ{x}c)−1 − γx(ξx; ξy

{x}c)
−1
∣∣

= (1 − λ)2
∣∣∣∣
µ(ξx)

µ(ξ)
− µ(ξxy)

µ(ξy)

∣∣∣∣

= (1 − λ)2
∣∣∣∣
µ(ξy)

µ(ξ)
− µ(ξxy)

µ(ξx)

∣∣∣∣
µ(ξx)

µ(ξy)

≤
( 1 − λ

λ

)4∣∣γy(ξy; ξ{y}c) − γy(ξy; ξ
x
{y}c)

∣∣,

where ξxy = (ξx)y and we have used the bound

µ(ξx)

µ(ξy)
≤
( 1 − λ

λ

)2
(5.8)
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in the last inequality. In fact, we see that µ(ξx)
µ(ξy) = µ(ξx)

µ(ξy)
µ(ξxy)
µ(ξxy) and

µ(ξx)/µ(ξxy), for example, is equal to γy(ξy; ξ
x
{y}c)/γy(ξy; ξ

x
{y}c). We then

use (3.3). Now by using (5.7) and the same argument used to get (5.5) we
conclude the proof.

From now on we assume that q(K) is sufficiently small so that the

Dobrushin uniqueness condition holds, i.e.,

sup
x∈R

∑

y∈R : y 6=x

Cxy < 1.(5.9)

For any function f : X → R and ∆ ⊂ R, define

Var∆(f) := sup
ξ,ζ∈X : ξ∆c=ζ∆c

|f(ξ) − f(ζ)|.(5.10)

The following result is given in [9]:

Theorem 5.2. Assume the Dobrushin uniqueness condition (5.9)
holds. Then for any Λ ⊂⊂ R and ξ ∈ X we have

|Eξ
Λ(f ; g)| ≤

∑

k,l∈Λ

Vark(f)Dkl Varl(g)(5.11)

with Dkl =
∑∞

n=0(C
n)kl, where Eξ

Λ(f ; g) = Eξ
Λ(fg) − Eξ

Λ(f)Eξ
Λ(g).

For x /∈ Λ ⊂⊂ R we introduce an operator E
(x)
Λ by

E
(x)
Λ := RxEΛRx,(5.12)

where Rx is the involution defined by Rxf(ξ) = f(ξx) for all ξ ∈ X. It is

obvious that

E
(x)
Λ f(ξ) =

∫

XΛ

γΛ(ζΛ; ξx
Λc)f(ζΛξΛc) dζΛ(5.13)

and hence E
(x)
Λ and EΛ are mutually absolutely continuous by (3.2) when

they are understood as probability measures on X as usual. We denote by

ux,Λ its Radon-Nikodym derivative, that is,

ux,Λ(ξ) :=
dE

(x)
Λ

dEΛ
(ξ) =

γΛ(ξΛ; ξx
Λc)

γΛ(ξΛ; ξΛc)
,(5.14)
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where the second equality follows immediately from (3.4) and (5.13). It

should be noted that ux,Λ is uniformly bounded in x and Λ.

For any x 6= y ∈ R, define

Gxy := sup
Λ⊂⊂R : y∈Λ,x/∈Λ

Vary(ux,Λ).(5.15)

Lemma 5.3. Suppose that (5.1) holds. Then

sup
x∈R

max

(∑

y 6=x

Gxy,
∑

y 6=x

Gyx

)
≤ c2q(K)2.(5.16)

Proof. Following the convention used in the proof of Lemma 5.1 we
see from (5.14) that

Vary(ux,Λ) = sup
ξ∈X

|ux,Λ(ξy) − ux,Λ(ξ)|(5.17)

= sup
ξ∈X

∣∣∣∣
µ(ξyx)

µ(ξy)
− µ(ξx)

µ(ξ)

∣∣∣∣
µ(ξΛc)

µ(ξx
Λc)

.

We notice that
∣∣∣∣
µ(ξyx)

µ(ξy)
− µ(ξx)

µ(ξ)

∣∣∣∣ =
∣∣γx(ξx; ξy

{x}c)
−1 − γx(ξx; ξ{x}c)−1

∣∣(5.18)

≤ λ−2
∣∣γx(ξx; ξy

{x}c) − γx(ξx; ξ{x}c)
∣∣.

Now by following exactly the same way as used in the proof of Lemma 5.1
we finish the proof.

For ∆ ⊂ Λ, define

κ
(Λ)
x,∆ := Var∆ EΛ\∆(ux,Λ),(5.19)

and for any x 6= y ∈ R, we put

κxy := sup
Λ⊂⊂R : y∈Λ,x/∈Λ

κ
(Λ)
x,{y}.(5.20)

Lemma 5.4. Suppose that the Dobrushin uniqueness condition (5.9)
holds. Then

sup
x∈R

max

(∑

y 6=x

κxy,
∑

y 6=x

κyx

)
≤ c3q(K)2.(5.21)
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Proof. To estimate the quantities κ
(Λ)
x,{y} we remark that

|∇yEΛ\yux,Λ| ≤
∣∣RyEΛ\yux,Λ − E

(y)
Λ\yux,Λ

∣∣+
∣∣E(y)

Λ\yux,Λ − EΛ\yux,Λ

∣∣(5.22)

≤ Vary(ux,Λ) + |EΛ\y(ux,Λ;uy,Λ\y)|.

Using (5.11) we see that

|EΛ\y(ux,Λ;uy,Λ\y)| ≤
∑

k,l∈Λ\y

Vark(ux,Λ)Dkl Varl(uy,Λ\y)(5.23)

≤
∑

k∈{x}c,l∈{y}c

GxkDklGyl.

Hence we obtain

κxy ≤ Gxy +
∑

k∈{x}c,l∈{y}c

GxkDklGyl.(5.24)

Now we use Lemmas 5.1 and 5.3 to finish the proof.

Recall that we have defined a nonlinear expectation ẼΛ by

ẼΛf = (EΛf2)1/2.(5.25)

Lemma 5.5. The operator ẼΛ has the following properties.

(a) If Λ′ ⊂ Λ ⊂⊂ R, ẼΛẼΛ′ = ẼΛ.

(b) Rx ≤ λ−1/2Ẽx for all x ∈ R.

(c) ẼΛẼx ≤ c4ẼxẼΛ for all x /∈ Λ ⊂⊂ R.

(d) |ẼΛ(f ; g)| ≤
√

2(ẼΛg)−1 VarΛ(g2) · ẼΛ(f − EΛf),

where ẼΛ(f ; g) = ẼΛfg − ẼΛfẼΛg for any real measurable function f and

g.

Proof. (a) It is obvious from the consistency of specification. (b) By
(3.3) we get

Ẽxf(ξ) =

(∫
dζxγx(ζx; ξ{x}c)f2(ζxξ{x}c)

)1/2

(5.26)

≥ λ1/2Rxf(ξ).
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(c) It is easy to check by using (3.3) and the uniform boundedness of ux,Λ.

(d) We first assume ẼΛg = 1 and observe that

|ẼΛfg − ẼΛf | = |EΛf2(g2 − 1)|
ẼΛfg + ẼΛf

.(5.27)

Denoting by ÊΛ a copy of EΛ we get

|EΛf2(g2 − 1)| =
1

2
|EΛ ⊗ ÊΛ(f2 − f̂2)(g2 − ĝ2)|

(5.28)

≤ 1

2
VarΛ(g2)EΛ ⊗ ÊΛ(f2 − f̂2)

≤ 1

2
VarΛ(g2)(EΛ ⊗ ÊΛ(f + f̂)2)1/2(EΛ ⊗ ÊΛ|f − f̂ |2)1/2

≤
√

2VarΛ(g2)ẼΛf · ẼΛ(f − EΛf).

Hence we obtain (d) when ẼΛg = 1. The general case follows immediately
from this.

In order to prove the sweeping our relations, we finally prepare the fol-

lowing lemma. We remark here that the statements in Lemmas 5.6 and 4.4

are slightly modified from that of [8], but the proofs are adapted from [8].

Lemma 5.6. For any real measurable function f : X → R, Λ ⊂⊂ R,

and x /∈ Λ, we have a constant CΛ,Λ∩Λf
such that

|∇xẼΛf | ≤ ẼΛ∇xf + CΛ,Λ∩Λf
κ

(Λ)
x,Λ∩Λf

∑

y∈Λ∩Λf

ẼxẼΛ∇yf,(5.29)

where Λf stands for the support of f , i.e., Λf is the smallest subset ∆ ⊂ R
satisfying ∇xf = 0 for any x ∈ ∆c.

Proof. In almost the same way as showing (5.21), we see that

|∇xẼΛf | ≤ |RxẼΛf − ẼΛRxf | + |ẼΛRxf − ẼΛf |(5.30)

= |ẼΛu
1/2
x,ΛRxf − ẼΛRxf | + |ẼΛRxf − ẼΛf | =: I1 + I2.

By the triangle inequality, we obtain

I2 ≤ ẼΛ∇xf.(5.31)
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For I1 we observe that

I1 = |ẼΛ(ẼΛ\Λf
u

1/2
x,Λ)Rxf − ẼΛRxf |(5.32)

since ẼΛ\Λf
Rxf = Rxf . We notice that ẼΛ(ẼΛ\Λf

u
1/2
x,Λ) = 1 and use

Lemma 5.5 (d) to get

I1 ≤
√

2 VarΛ(ẼΛ\Λf
u

1/2
x,Λ)2ẼΛ(Rxf − EΛRxf)(5.33)

≤
√

2κ
(Λ)
x,Λ∩Λf

ẼΛ(Rxf − EΛRxf).

For ∆ ⊂ Λ, let mΛ,∆ be the spectral gap constant of the measure EΛ|F(Λ\∆)c
,

i.e.,

ẼΛ(f − EΛf) ≤ m
−1/2
Λ,∆ ẼΛ|∇∆f |(5.34)

for all f with Λ ∩ Λf ⊂ ∆, where |∇∆f | =
(∑

x∈∆ |∇xf |2
)1/2

. We notice
that mΛ,∆ does not depend on the boundary conditions and mΛ,∆ > 0 by
Lemma 5.7 below. Therefore

I1 ≤
√

2κ
(Λ)
x,Λ∩Λf

(mΛ,Λ∩Λf
)−1/2ẼΛ|∇Λ∩Λf

Rxf |.(5.35)

Using Lemma 5.5 (b) and (c), we see that

ẼΛRx|∇Λ∩Λf
f | ≤ c4λ

−1/2ẼxẼΛ|∇Λ∩Λf
f |.(5.36)

From (5.35), (5.36), and the triangle inequality we get

I1 ≤ CΛ,Λ∩Λf
κ

(Λ)
x,Λ∩Λf

∑

y∈Λ∩Λf

ẼxẼΛ∇yf,(5.37)

where CΛ,Λ∩Λf
=

√
2c4(λmΛ,Λ∩Λf

)−1/2. By (5.31) and (5.37) we complete
the proof.

Lemma 5.7. For ∆ ⊂ Λ ⊂⊂ R, we have a spectral gap constant

mΛ,∆ > 0 of the measure EΛ|F(Λ\∆)c
independent of the boundary condi-

tions. In particular, we have

CΛ,{y} ≤ c5(5.38)

uniformly in y ∈ Λ ⊂⊂ R.
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Proof. For a given boundary condition ξ ∈ X, regard Eξ
Λ( · ) as a

probability measure on XΛ. Let νΛ :=
∏

x∈Λ νx be the product of ( 1
2 , 1

2 )-
Bernoulli measures on {0, 1}. Since the Bernoulli measure has positive
spectral gap, it is enough to prove that there exist positive constants c(∆)
and c′(∆) so that for any A ⊂ X∆ we have

c(∆)ν∆(A) ≤ Eξ
Λ(A) ≤ c′(∆)ν∆(A) uniformly in ξ ∈ X.(5.39)

We notice that
dEξ

Λ
dνΛ

(ζΛ) = 2|Λ|γΛ(ζΛ; ξΛc). Now by noticing that
∫

dζΛ\∆

γΛ(ζΛ; ξΛc) = µ(ζ∆ · ξΛc)/µ(ξΛc) (see the convention in Lemma 5.1) and
using the same argument used to show (3.3) we easily check that (5.39)
holds with c(∆) = (2λ)|∆| and c′(∆) = (2(1 − λ))|∆|.

Now we give the proof for the sweeping out relations.

Proof of Lemma 4.4. The lemma will follow by using Lemma 5.6 re-
peatedly. Suppose |Λ| = N and let {y1, . . . , yN} be an enumeration of the
points in Λ, for instance, we let l 7→ d(x, yl) be decreasing, where d(x, y) is
the distance from x to y. Let Λl := Λ \ {y1, . . . , yl}, l = 1, . . . , N . By using
Lemma 5.6 we have

|∇xẼΛf | = |∇xẼΛẼΛ1f |(5.40)

≤ ẼΛ∇xẼΛ1f + CΛ,{y1}κ
(Λ)
x,{y1}

ẼxẼΛ∇y1ẼΛ1f.

If we once more use Lemma 5.6 to the first term of the r.h.s. of (5.40) then
we get (using also the Schwarz inequality and Lemma 5.5 (a))

ẼΛ∇xẼΛ1f ≤ ẼΛ∇xẼΛ2f + CΛ1,{y2}κ
(Λ1)
x,{y2}

ẼΛẼxẼΛ1∇y2ẼΛ2f(5.41)

By using Lemma 5.5 (c) and (5.38) we repeat the above process to obtain

|∇xẼΛf | ≤ ẼΛ∇xf + c6

N∑

l=1

κxyl
ẼxẼΛ∇yl

ẼΛl
f.(5.42)

We repeat this to the second term of the r.h.s. of (5.42). For example, given

1 ≤ l ≤ N , we enumerate the points in Λl by
{
y

(2)
1 , y

(2)
2 , . . . , y

(2)
N−l

}
so that

j 7→ d(yl, y
(2)
j ) decreases. After continual repetitions, we will finally get the

bound (4.34) with

α(Λ)
xy =

|Λ|∑

k=1

Ak
∑

〈y1,...,yk−1〉
(x,y)
Λ

κxy1κy1y2 · · · κyk−1y,(5.43)
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where A is a constant depending only on λ (and λ1) and 〈y1, . . . , yk−1〉(x,y)
Λ

means a path in Λ so that (y0 := x, yk := y)

d(yi−1, yi) = max{d(yi−1, yj) : j = i, . . . , k}(5.44)

for all i = 1, . . . , k. Thus we have

αxy ≤
∞∑

k=1

Ak
∑

〈y1,...,yk−1〉

κxy1κy1y2 · · · κyk−1y,(5.45)

where 〈y1, · · · , yk−1〉 is a path consisting of k − 1 different points in R and
(4.36) follows from Lemma 5.4 if we take q(K) small enough.
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