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On Hessian Limit Directions along
Gradient Trajectories
Vincent Grandjean

Abstract. Given a non-oscillating gradient trajectory |γ| of a real analytic function f , we show that
the limit ν of the secants at the limit point 0 of |γ| along the trajectory |γ| is an eigenvector of the
limit of the direction of the Hessian matrix Hess( f ) at 0 along |γ|. The same holds true at infinity if
the function is globally sub-analytic. We also deduce some interesting estimates along the trajectory.
Away from the ends of the ambient space, this property is of metric nature and still holds in a general
Riemannian analytic setting.

1 Introduction

The famous Thom Gradient Conjecture states that a gradient trajectory of a real ana-
lytic function has a tangent at its ω-limit point 0. It was eventually proved by Kurdyka,
Mostowski, and Parusiński [9].

When trying to address the asymptotic analytical properties of gradient trajecto-
ries of real analytic functions at their limit point, nothing else is known within the
whole category of real analytic functions.

Nevertheless, there exist gradient trajectories presenting a rigid asymptotic regu-
larity (yet to be fully explored) in the following sense.

A gradient trajectory γ of a real analytic function germ f : (Rn, 0) → (R, 0) is
semi-analytically non-oscillating at its limit point 0, a critical point of the function, if,
given any semi-analytic set H (germ at 0), either the trajectory γ is contained in H,
or it does not intersect with H nearby its limit point 0.

Since bounded plane gradients curves are definable in the Pfaffian closure of Ran,
they are non-oscillating at their limit point. In dimension at least 3, there are always
trajectories that are analytic half-branches at their limit point [13], thus also non-
oscillating.

Whether any gradient trajectory is oscillating or not at its limit point is a very hard
problem in general, which is not understood beyond the special cases dealt with in
[5, 8, 15].

The aim of this note is to present a property happening along gradient trajecto-
ries that are non-oscillating at their limit point. It is also a somewhat unexpected
new result, since, to our best knowledge, it was not even known in the plane case,
where it applies. Our main result, Theorem 5.5, is of metric nature. Although it is
just stated below for the Euclidean metric, it actually holds true in any analytic Rie-
mannian setting (see Section 8). This result provides some useful information along
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non-oscillating gradient trajectories about where and how a gradient trajectory ter-
minates. Our main result is the following theorem.

Theorem 5.5 Let γ be a gradient trajectory of a real analytic function f : (Rn, 0) →
(R, 0). Assume the trajectory γ is non-oscillating at its ω-limit point 0, a critical point
of the function f . Let ν ∈ Sn−1 be the limit at 0 of the secant lines along γ.

(i) The oriented direction of the matrix Hess( f ) along γ has a (non-zero) limit H
at 0.

(ii)

lim
|γ|3x→0

Hess( f )(x) · ∇f (x)

|Hess( f )(x) · ∇f (x)|
= ν.

Thus the unit vector ν is an eigenvector of H.

The paper is organized as follows.
Section 2 introduces the few useful definitions, notions, and notations we will deal

with. In Section 3 we present very quickly the framework in which we will operate,
and recall a technical result from [9] that is interesting for us. Section 4 suggests that
the result presented here may not be so surprising in the lights of some elementary ex-
amples emphasizing some links between gradient trajectories and Hessian matrices,
which, we believe, are known folklore. The main result is stated and proved in Sec-
tion 5. It is followed by a few corollaries in Section 6 presenting some estimates along
the trajectory. Section 7 deals with the analog result at the limit point at infinity of a
non-oscillating (at infinity) unbounded gradient trajectory of a globally sub-analytic
real analytic function. We also provide the corresponding estimates expected from
those found in the previous section. In Section 8 we state and prove our main re-
sult in the general (real analytic) Riemannian case. The last section presents some
remarks and also briefly discusses the question in the wider setting of an o-minimal
structure over the real numbers.

2 Background–Notations

Let γ : I → Rn be a C1 parameterized curve over a connected interval I with non-
empty interior. We will write |γ| for the image of the parameterized curve γ, that
is

|γ| :=
{
γ(t), t ∈ I

}
.

Definition 2.1 Assume that the origin 0 belongs to clos(|γ|) \ |γ|. The curve |γ| is
non-oscillating at the origin if, for any semi-analytic subset H, the germ at the origin
of the intersection H∩|γ| is either empty or is the germ of the curve |γ| at the origin.

This notion was re-explored recently in order to study the asymptotic dynamics of
real analytic vector fields on real analytic 3-manifolds at their singular points in cer-
tain situations, namely, to discuss the notion of spiraling [2,5,15], but also to discuss
the o-minimality of structures expanding the real field and extended by means of a
non-oscillating trajectory of a real analytic vector field [14].
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It is an elementary exercise to check that plane gradient trajectories do not oscillate
at their limit point. Moreover, we recall that in higher dimensions non-oscillating
gradient trajectories exist as well [5, 8, 13, 15].

The pointed vector space Sym(Rn)∗ of non-zero real symmetric matrices of Rn is
an open cone on the unit sphere of Sym(Rn) with vertex the null matrix and on which
the group (R>0, · ) acts naturally, smoothly, and semi-algebraically by the homoth-
eties of positive ratio. The resulting quotient space Sym(n) is the space of oriented
directions of the real symmetric n-matrices and is a real algebraic manifold isomorphic
to Sn(n+1)/2−1. The quotient mapping σ : Sym(Rn)∗ → Sym(n) is a smooth semi-
algebraic submersion.

Let f be a C2 function defined on some open set U of Rn equipped with some
orthonomal coordinates. We denote by Hess( f ) := [hi, j] the Hessian matrix of the
function f , and define its size function h on U as h(x) := [

∑
i, j hi, j(x)2]1/2. We

will write H( f ) for the matrix h−1Hess( f ) where it is defined. We obviously get
σ(Hess( f )) = σ(H( f )). Note that H( f ) is not σ(H( f )), but has a similar prop-
erty: let (Hess( f )(xk))k ∈ Sym(Rn)∗ be a sequence converging to the null ma-
trix. By definition of the matrix H( f ), the accumulation values of the sequence
(H( f )(xk))k are bounded, and moreover none of them can be the null matrix. In par-
ticular if the sequence (H( f )(xk))k has a unique accumulation value H, the sequence
(σ(H( f )(xk)))k then converges to σ(H) = λH for some positive real number λ. In
the sequel it is more convenient to work with H( f ) than with σ(Hess( f )). That is
why with an obvious but small abuse of language we will also call such a limit H an
oriented limit direction of the sequence (H( f )(xk))k.

Concerning notation, unless explicitly mentioned, Rn comes equipped with the
Euclidean structure and we will write 〈 · , · 〉 for the corresponding scalar product
and | · | for the associated norm.

3 Setting

Let f : U → R be a real analytic function defined on an open subset U of Rn con-
taining the origin 0. We assume the origin is a critical point of the function and that
f (0) = 0. Up to shrinking the open subset U , we can also assume that 0 is the only
critical value of the function.

Let ν f be the unitary gradient vector field defined on Rn\crit( f ), where the subset
crit( f ) is the critical locus of the function f . But its orientation, the unitary gradient
vector field, depends only on the foliation by the connected components of the levels
of the function, not on the chosen function giving this foliation.

The arc-length, parameterized, gradient, differential equation writes:

(3.1) ẋ(s) = ν f (x(s)) with x(0) = x0 and x0 /∈ crit( f ).

Assume that we are given a gradient trajectory |γ| that is a solution of the dif-
ferential equation (3.1). Up to taking − f instead of f , we can also assume that
the function s → f (γ(s)) increases to 0 and that its ω-limit set ω(|γ|) contains 0.
Łojasiewicz found that the length l(|γ|) of the curve |γ| between γ(0) and 0 is finite
[12]. Consequently its ω-limit set reduces to {0}.
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But Łojasiewicz’s result on the length, the next theorem, by Kurdyka, Mostowski,
and Parusiński, is up to now the only other result on the behavior of gradient tra-
jectories at their limit point holding true within the whole category of real analytic
functions.

Theorem 3.1 ([9]) The length of the radial projection s→ γ(s)
|γ(s)| of the gradient curve

|γ| onto Sn−1 is finite.

The straightforward and looked-for consequence of Theorem 3.1 is that the fol-
lowing well known Thom Gradient Conjecture holds true.

Thom Gradient Conjecture There exist ν ∈ Sn−1 such that lim
s→l(|γ|)

γ(s)

|γ(s)|
= ν.

Let r be the function Euclidean distance to the origin 0, and let ∂r be the unitary
radial vector field. The gradient vector field ∇f decomposes as the orthogonal sum
of its radial component ∂r f ∂r and its spherical part∇ ′

f :

∇f = ∂r f ∂r +∇
′
f .

The demonstration of Kurdyka, Mostowski, and Parusiński used fine estimates
along the trajectory. The following ones, key for their proof, will be of interest for
our purpose as well:

Proposition 3.2 ([9]) (i) There exists a rational number m := m(|γ|) and a posi-
tive real number a := a(|γ|) such that along |γ|,

f = −arm + o(rm) and ∂r f = −marm−1 + o(rm−1).

(ii) There exists a finite subset S ⊂ Q>0 × R>0 of pairs (l, b), such that for any
trajectory α such that ω(|α|) = {0} and f is negative along |α|, the pair
(m(|α|), a(|α|)) as in property (i) corresponding to |α| belongs to S.

4 Hessian Matrices and Gradients

This section is devoted to highlighting some connection between limits of direction
of Hessian matrices and gradient vector fields behavior at singular points. This ma-
terial should be known and is part of the folklore of this subject. We present it in a
fashion serving our point of view.

We decompose the real analytic function f as the sum of its homogeneous parts
at 0, namely f = fp + fp+1 + · · · . For each k ≥ p the following formulae hold:

(4.1) k(k− 1) fk = (k− 1)〈∇f k, r∂r〉 = 〈Hess( fk) · r∂r, r∂r〉.

Let β : Sn−1×R+ → Rn be the spherical blowing-up with center 0 defined as (u, r)→
ru. Up to a multiplication by p(p − 1)r2−p the lifted gradient differential equation
by β now reads:

(4.2)
ṙ = r〈Hess( fp)(u) · u, u〉 + O(r2)

u̇ = Hess( fp)(u) · u− 〈Hess( fp)(u) · u, u〉u + O(r).
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The vector field corresponding to this differential equation is known as the divided
gradient vector field [13]. It is denoted ξ f and extends analytically on Sn−1 × R.

If a unit vector v is not an eigenvector of Hess( fp)(v), then u̇|r=0,u=v 6= 0. Thus
any limit point (ν, 0) ∈ Sn−1 × 0 of a divided gradient trajectory must be such that
ν is an eigenvector of Hess( fp)(ν) (which may well be the null matrix).

Let |γ| be a trajectory of the gradient vector field∇f such that, at its limit point 0,
its limit of secants ν satisfies fp(ν) = −a < 0. Using equation (4.1), we observe that
in a neighborhood of (ν, 0) equation (4.2) is of the form

ṙ = −ar + O(r2) and u̇ = O
(
|(u− ν, r)|

)
.

Thus the singular point (ν, 0) is an elementary singularity of the divided gradient
vector field ξ f . Moreover the following result should be known.

The limit of secants ν is an eigenvector of the non-zero matrix Hess( fp)(ν)
associated with the eigenvalue −p(p − 1)a. (Note that this limit is equal to
limx/|x|→ν |x|−p+2Hess( f )(x)).

Along the trajectory |γ|, we recall that Proposition 3.2 gives the estimate f =
−arp + o(rp) as r → 0, where r(s) = |γ(s)|. Since along the curve |γ| we know that
Hess( f ) = rp−2[Hess( fp)(ν) + O(r)], the statement about ν follows from equation
(4.1).

As a straightforward consequence of this fact, there exists a positive constant C
such that lim|γ|3x→0 H( f )(x) = C Hess( fp)(ν). More importantly, the conclusions
of our main result Theorem 5.5 are true in this setting. It does not use the non-
oscillation of the trajectory but just some rough estimates. If the function f is a
homogeneous polynomial, then any gradient trajectory with ω-limit set 0 satisfies to
the conclusions of Theorem 5.5.

5 Main Result

For this section we suppose that we are given a gradient trajectory |γ| of the function
f accumulating at 0. We require that the following additional property be satisfied.

Non-oscillating hypothesis The trajectory |γ| does not oscillate at its end point 0.

We begin with an elementary, but key, monotonicity result of functions along a
non-oscillating trajectory.

Lemma 5.1 Let ψ : U → R be a continuous semi-analytic function, analytic and non
zero outside crit( f ). The function ψ||γ| has a finite limit at 0, and up to shrinking U ,
the function ψ||γ| is either constant or strictly monotonic on |γ| ∩U .

Proof Assume that ψ||γ| is not constant.
Assume there exists a sequence (s j) j converging to l(|γ|), the length of |γ|, such

that ψ ′ vanishes and changes sign at each s j . Since

ψ ′(s) = 〈∇ψ, ν f 〉 ◦ γ(s),
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the subset |γ| ∩ {〈∇ψ, ν f 〉 = 0} has infinitely many connected components. Since
clos({〈∇ψ, ν f 〉 = 0}) is a closed semi-analytic set and contains 0, this fact contra-
dicts the non-oscillation of |γ| at 0.

The function s → r = |γ(s)| is strictly decreasing to 0 as s → l(|γ|), following
Lemma 5.1. Moreover, we have

ṙ(s) =
|∇f |
∂r f
◦ γ(s) and ṙ(s)→ −1 as s→ l(|γ|).

So we reparameterize the integral curve γ with r:

γ ′(r) =
d

dr
(γ(r)) =

( |∇f |
∂r f

ν f

)
◦ γ(r) = ξ ◦ γ(r),

where ξ is the semi-analytic vector field appearing in the above expression.
Another simple but very useful result is the following

Lemma 5.2 Let a, b be continuous semi-analytic functions such that the {b = 0} is
contained in {∂r f = 0}. Assume that the function v defined as v(r) := (a/b) ◦ γ(r) is
bounded. Thus rv ′(r)→ 0 as r → 0.

Proof First note that by the nature of the parameterization r → γ(r), we check that
v ′ = ā/b2 is of the same form as v. From Lemma 5.1 the germ of the function v at 0
is either strictly monotonic or constant. If v ′ → ∞ as r → 0, then rv ′ is still strictly
monotonic when r → 0. If rv ′ was not tending to 0, integrating v ′ would contradict
the fact that v is bounded.

A first interesting consequence of Lemmas 5.1 and 5.2 is the following corollary.

Corollary 5.3 limr→0 ν f ◦ γ(r) = −ν.

Proof First we write γ(r) = r(ν + χ(r)), where χ(r) = (∂r − ν) ◦ γ(r). Since the
unitary radial vector field ∂r is semi-analytic, applying 5.1 we deduce that |χ(r)| → 0
as r → 0. Thus γ ′(r) = s ′(r)ν + β(r) where β(r) = χ(r) + rχ ′(r). From Lemmas 5.1
and 5.2, we get β(r) = o(1). And to conclude we recall that s ′(r)→ −1 as r → 1,

We recall that the matrix H( f ), introduced in Section 2 is the normalized Hessian
matrix of f . The mapping x → H( f )(x) is thus continuous and semi-analytic. As a
straightforward application of Lemma 5.1 we deduce the following lemma.

Lemma 5.4 There exists H ∈ Sym(Rn)∗ such that

lim
|γ|3x→0

H( f )(x) = H.

Note that this result can also be deduced from the results of [11]. This fact satis-
fied, the main result of this note is the following theorem.
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Theorem 5.5

lim
|γ|3x→0

Hess( f )(x) · ν f (x)

|Hess( f )(x) · ν f (x)|
= lim
|γ|3x→0

H( f )(x) · ν f (x)

|H( f )(x) · ν f (x)|
= ν.

Thus the vector ν is an eigenvector of the matrix H.

The proof will consist of several elementary steps.

Proof In the proof of Corollary 5.3 we wrote γ(r) = r(ν + χ(r)), so that γ ′ =
s ′(r)ν + β with β = χ + rχ ′. Since

χ = ∂r − ν and χ ′(r) =
1

r∂r f
∇

′
f ◦ γ(r),

we can write β ′(r) = (a/b)◦γ(r) for a semi-analytic function v = a/b with b−1(0) =
∂r f−1(0). Applying Lemma 5.2 again, we deduce

(5.1) γ ′ ′(r) = o(r−1).

Note that

γ ′ ′(r) = v ′(r)ν f (γ(r)) + v2(r)(dν f · ν f ) ◦ γ(r) with v(r) =
|∇f |
∂r f
◦ γ(r).

We recall that v(r) → −1 as r → 0, and so from Lemma 5.2, rv ′(r) → 0 as r → 0.
We deduce from (5.1),

(5.2) (dν f · ν f ) ◦ γ(r) = o(r−1).

Since

dν f · ν f =
1

|∇f |
[

Hess( f ) · ν f − 〈Hess( f ) · ν f , ν f 〉ν f

]
.

Equation (5.2) now reads

(5.3) r
[

Hess( f ) · ν f − 〈Hess( f ) · ν f , ν f 〉ν f

]
◦ γ(r) = o(|∇f |).

The classical Bochnak–Łojasiewicz inequality applied to |∇f | nearby the origin gives

(5.4) |x| · |Hess( f ) · ν f | ≥ C|∇f |

for a positive constant C .
Since r|Hess( f ) · ν f | ≥ C|∇f |, the only possibility for equation (5.3) to hold true

is that, along the curve |γ|, we get

Hess( f ) · ν f = 〈Hess( f ) · ν f , ν f 〉ν f + o(|〈Hess( f ) · ν f , ν f 〉|).

Dividing both sides by |Hess( f ) · ν f | and using Corollary 5.3 provides that the limit
is either ν or−ν. Along |γ|, the estimates f = −arm∂r + o(rm) from Proposition 3.2
will give that it is ν.
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6 A Few Consequences

We will need the following definition.

Definition 6.1 Let g : U → R be a C1 function defined on U an open subset of Rn.
Assume that the origin 0 lies in clos(U ) \U . A value c ∈ R is an asymptotic critical
value of g at 0 if there exists a sequence (xk)k of points of U converging to the origin
such that

|xk| · |∇g(xk)| → 0 and g(xk)→ c as k→ +∞.

Since we are only interested in the behavior of some functions at 0, we will just say
asymptotic critical value. The value −a in Proposition 3.2 is an asymptotic critical
value of the function r−m f [9].

For a given non-oscillating trajectory |γ| with ω-limit point 0, we deduce from
Proposition 3.2 and Lemmas 5.1 and 5.2 that the following estimate holds along |γ|

(6.1) ∇ f = −marm−1∂r + o(rm−1).

The first result of this section is the following proposition.

Proposition 6.2 Let |γ|, m, and a be as above. The real number m ·a is an asymptotic
critical value of the function r1−m|∇ f |.

Proof Let us denote by R the function r → r1−m|∇ f (γ(r))|. Since R → ma as
r → 0, Lemma 5.2 implies rR ′ → 0 as r → 0.

Since

R ′(r) =
1

rm

ds

dr

〈
rHess( f ) · ν f − (m− 1)|∇f |∂r, ν f

〉
and ds

dr → −1, we get〈
rHess( f ) · ν f − (m− 1)|∇f |∂r, ν f

〉
= o(rm−1).

Along |γ| we know that ∇f = −marm−1∂r + o(rm−1). Using Bochnak–Łojasiewicz
Inequality in the form (5.4), we find: r|Hess( f ) · ν f | ≥ Crm−1. From Theorem 5.5
we also have that |〈Hess( f ) · ν f , ν f 〉| = |Hess( f ) · ν f | + o(|Hess( f ) · ν f |), and so we
necessarily deduce that

rHess( f ) · ν f = (m− 1)|∇f |∂r + o(rm−1).

Thus the result is proved.

There are two consequences summarized in the following statements. The first
one is already in the proof of Proposition 6.2:

Corollary 6.3 Along |γ|, we find

Hess( f ) · ν f = −m(m− 1)arm−2ν f + o(rm−2) = m(m− 1)arm−2∂r + o(rm−2)

= m(m− 1)arm−2ν + o(rm−2).
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From Corollary 6.3 and Lemmas 5.1 and 5.2 we see that along |γ|, we obtain an
estimate similar to equation (4.1):

m(m− 1) f = 〈Hess( f ) · r∂r, r∂r〉 + o(rm).

The second consequence is that the asymptotic critical value −a may be inter-
preted as an eigenvalue under some additional hypotheses.

Corollary 6.4 Assume that along the trajectory |γ|, the size function h of the Hessian
matrix Hess( f ) has the estimate h = Crm−2 + o(rm−2) for a positive constant C. Then
along |γ| the matrix r−(m−2)Hess( f ) has a limit at 0 in Sym(Rn)∗, and the eigenvalue
in the oriented direction R+ν is exactly−m(m− 1)a.

The case of having 0 as an eigenvalue does happen: consider f = y2 − x3 and
let|γ| be any trajectory tangent to the x-axis. Along such a trajectory m = 3, while
along |γ| one coefficient of the matrix r−1Hess( f ) goes to∞.

7 At Infinity

Even though the results of [6] were obtained in the semi-algebraic context, they also
hold true for C2 globally sub-analytic function.

Let f : Rn → R be a globally sub-analytic real analytic function. We consider
again the gradient differential equation ẋ(s) = ν f (x(s)) with x(0) = x0. But we are
now interested in gradient trajectories that leave any compact subset of Rn. Namely,
for s → γ(s) an arc-length parameterized solution, given any compact subset K of
Rn, there exists sK > 0, such that γ(s) /∈ K for s > sK , or equivalently, |γ(s)| → +∞
as s → ∞. Note that gradient trajectories are either bounded or leave any compact
subset, there is no other alternative global behavior.

Assume that |γ| is an unbounded gradient trajectory, then |γ| leaves any compact
subset of Rn. Without loss of generality we suppose that f is increasing along |γ| and
limx∈|γ|,|x|→+∞ f (x) = 0.

The main result of [6] is that the gradient conjecture is also true at infinity.

Theorem 7.1 ([6]) There exists ν ∈ Sn−1 such that limx∈|γ|,|x|→+∞
x
|x| = ν.

To prove this result, some estimates along the trajectory were necessary. The next
one is relevant for this section.

Proposition 7.2 ([6]) There exists a positive rational number m and a positive real
number a such that along |γ|,

f = −ar−m + o(r−m) and ∂r f = mar−1−m + o(r−1−m).

Now we need to introduce the correct notion of non-oscillation at infinity.

Definition 7.3 The trajectory |γ| is non-oscillating at infinity if for any globally
sub-analytic unbounded analytic hypersurface H, there exists a radius R such that
|γ| ∩H ∩ (Rn \ B(0,R)) has finitely many connected components.
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The main result in this context, using the notations introduced in the previous
sections, is the following theorem.

Theorem 7.4 Assume that |γ| is non-oscillating at infinity. Then

lim
x∈|γ|,|x|→+∞

H( f )(x) = H ∈ Sym(Rn)∗(i)

lim
x∈|γ|,|x|→+∞

Hess( f )(x) · ν f (x)

|Hess( f )(x) · ν f (x)|
= lim

x∈|γ|,|x|→+∞

H( f )(x) · ν f (x)

|H( f )(x) · ν f (x)|
= −ν.(ii)

Thus ν is an eigenvector of the matrix H.

The proof will work along the same lines as that of Theorem 5.5 with a few mod-
ifications that we will describe. A key ingredient in Section 5 is the use of Bochnak–
Łojasiewicz Inequality for |∇f |. Fortunately as a corollary of the main result of the
author’s joint works [3, 4], we deduced such a Bochnak–Łojasiewicz inequality at
infinity.

Proposition 7.5 ([3, 4]) If |x| � 1 and | f (x)| � 1, then |x| · |∇f | ≥ C| f |, for a
positive constant C.

Then using this inequality for the function |∇f |we find again that for |x| � 1 and
|∇f | � 1, there is a positive constant C :

|x| · |Hess( f ) · ν f | ≥ C|∇ f |.

Next we need the analogues of Lemmas 5.1 and 5.2.

Lemma 7.6 Let g be a globally continuous sub-analytic function outside of a compact
subset of Rn. Assume that the trajectory |γ| is non-oscillating at infinity. Let v := g ◦ γ.
As a germ at infinity, if v is not constant, then it is strictly monotonic.

Proof If Lemma 7.6 did not hold, it would contradict the non-oscillation at infinity
of |γ|.

Since the function 1/r is semi-algebraic, we can then reparameterize the solution
γ by r = |γ(s)|.

Lemma 7.7 Let a, b be globally continuous sub-analytic functions outside of a compact
subset of Rn, with {b = 0} contained in {∂r f = 0}. Assume that |γ| is non-oscillating
at infinity. Let v(r) := (a/b) ◦ γ(r) and assume that v(r)→ c ∈ R as r → +∞. Then
the function r 7→ r−1v ′(r) tends to 0 as r → +∞.

Proof The proof is similar to that of Lemmas 5.2.

From these two Lemmas, and adapting the proof of Corollary 5.3, it is easy to
prove the following corollary.

Corollary 7.8 Assuming that |γ| is non-oscillating at infinity, we get

lim
r→0

ν f ◦ γ(r) = ν.
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The proof of Theorem 7.4 proceeds along the same lines as the proof of Theorem
5.5, using Lemmas 7.6 and 7.7 and Corollary 7.8 in a similar way.

Along a non-oscillating trajectory |γ| going to infinity, we find estimates similar
to equation (6.1), Proposition 6.2, Corollary 6.3, and Corollary 6.4, namely

∇ f = mar−m−1∂r + o(r−m−1).

We also find the following proposition.

Proposition 7.9 Let |γ| be a gradient trajectory of the function f non-oscillating at
infinity. Let m and a be as above. The real number m · a is an asymptotic critical value
of the function r1−m|∇ f |.

Proof The proof works as in the proof of Proposition 6.2

We eventually deduce the following estimates

−Hess( f ) · ν f = m(m− 1)ar−m−2ν f + o(r−m−2)

= m(m− 1)ar−m−2∂r + o(r−m−2)

= m(m− 1)ar−m−2ν + o(r−m−2)

m(m− 1) f = 〈Hess( f ) · r∂r, r∂r〉 + o(r−m).

8 Riemannian Case

Let (M, g) be a smooth Riemannian manifold of dimension n. Let TM be its tangent
bundle and X (M) be the C∞(M)-module of the smooth vector fields on M. Let
〈 · , · 〉g be the scalar product coming with g and | · |g be the associated norm. Let D
be the canonical connection associated with g.

The gradient vector field∇gu of a smooth function u is defined as the dual of Du
for the pairing 〈 · , · 〉g, that is for any smooth vector field X on M,

(Du)(X) = DXu = X · u = 〈∇gu,X〉g.

The notion of Hessian of the function u as d2u, the second differential, is no longer
accurate in this Riemannian setting. Since the connection D extends to tensors, the
corresponding notion of Hessian in this context comes from the tensor

D2u = D(Du) = (Ddu) : X (M)×X (M)→ C∞(M)

defined as (Ddu)(X,Y ) = (DXdu)(Y ). It is smooth, C∞-bilinear, and symmetric as
well. We also check that

(Ddu)(X,Y ) = 〈DX∇gu,Y 〉g = 〈DY∇gu,X〉g,

and deduce that∇g|∇gu|2g = 2D∇gu∇gu. We can also look at Ddu as a C∞(M)-linear
map X (M) → X (M), defined, with an obvious abuse of notation, as (Ddu)(X) =
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DX∇gu. At each point x of M the tensor Ddu induces a bilinear symmetric form
Hessg(u)(x) := (Ddu)x = TxM × TxM → R. We will call it the Hessian of u at
x and the mapping x → Hessg(u)(x) is smooth. We will also look at it as a linear
endomorphism of TxM.

Now we come to our topic.
Assume that M = U is an open subset of Rn containing the origin 0. Assume

that the Riemannian metric g is analytic. Let f : U → R be a real analytic function
such that the origin is a critical point of the function and f (0) = 0. Up to shrinking
the open subset U , we can still assume that the function f has single critical value,
namely 0. Let νg

f be the unitary gradient vector field defined on U \ crit( f ). Let us
consider the following gradient differential equation:

ẋ(s) = ν
g
f (x(s)) with x(0) = x0 and f (x0) < 0.

We take normal coordinates x at 0 for g. In a neighborhood of 0, the metric writes
as g = Eucl + O(|x|2).

If r is the Euclidean distance function to the origin 0 and rg the distance to the
origin for the metric g, then rg/r → 1 as x→ 0.

Remark 8.1 In a neighborhood of 0, Bochnak-Łojasiewicz inequalities holds,
namely

rg|∇g f |g ≥ C| f | and so r|∇g f |g ≥ C ′| f |,
for some positive constant C,C ′.

Moreover the results of [9] quoted in Section 3 still hold true, sticking with r in
the estimates.

Bochnak–Łojasiewicz inequality for the function |∇g f |g then reads, in a neighbor-
hood of 0,

(8.1) r|Dν
g
f
∇g f |g ≥ C|∇g f |g

for some positive constant C . The operator Hessg( f ) is now analytic, and in the
present coordinates, when considered as a linear mapping, it has (symmetric) entries
hg

i, j . We recall that the (semi-analytic) size function hg is hg = (
∑

i, j(hg
i, j)

2)1/2 and

we define Hg( f ) = (hg)−1Hessg( f ), so that at each point x /∈ crit( f ) nearby 0. We
deduce Hg( f )(x) is non zero.

Now we can state the main result of this section.

Theorem 8.2 Assume that |γ| is a non-oscillating trajectory of the gradient field as-
sociated with f respectively to the analytic Riemannian metric g, with ω(|γ|) = {0}.
Then

Along |γ|, lim
x∈|γ|,|x|→+∞

Hg( f )(x) = Hg ∈ Sym(Rn)∗(i)

lim
|γ|3x→0

Hessg( f )(x) · ν f (x)

|Hessg( f )(x) · ν f (x)|
= lim
|γ|3x→0

Hg( f )(x) · ν f (x)

|Hg( f )(x) · ν f (x)|
= ν.(ii)

Thus the vector ν is an eigenvector of the matrix Hg.
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Proof The first point is elementary. The proof of the second point follows the same
steps as in the Euclidean case dealt with in Section 5. We nevertheless have to check
the form of γ̈ in order to recycle the previous proof. We know that

γ̈(s) = dνg
f · ν

g
f .

Thus we find

dνg
f · ν

g
f =

1

|∇g f |g
[

Dν
g
f
∇g f − Γ(νg

f ,∇g f )− 〈Dν
g
f
∇g f , νg

f 〉gν
g
f

]
.

and we observe that Γ(νg
f ,∇g f ) = O(|∇g f |). Thus applying Bochnak–Łojasiewicz

for Dν
g
f
∇g f will complete the proof.

We recall that if 0 is a critical point of the function f , then Hess( f )(0) =
Hessg( f )(0). We end this section with the following expected result.

Proposition 8.3 Let |γ| be a gradient trajectory of ∇g f non-oscillating at its limit
point 0. Let H be the limit at 0 of the normalized ”Euclidean” Hessian matrix H( f )
along |γ|. Then H = Hg.

Proof Since we have taken normal coordinates x at 0 for g, in a neighborhood of 0,
the matrix G(x) representing the quadratic form g(x) can be written as G(x) = Id +
O(|x|2) in the (Euclidean) orthonormal basis ∂x1 (0), . . . , ∂xn (0). Since ∇f = G∇g f ,
we deduce that along any arc-length parameterized curve s → α(s) tending to 0 as
s→ Lα ∈ R>0,

Hess( f ) · α ′(s) = Hessg( f ) · α ′(s) + O(|α|)∇g f .

Thus we deduce that in a neighborhood of 0, there exists a positive constant C such
that

(8.2) |Hess( f )(x)−Hessg( f )(x)| ≤ C|x||∇g f |.

Dividing by |Hessg( f )(x)| in equation (8.2) and using equation (8.1) along |γ| pro-
vides the desired conclusion.

Remark 8.4 (i) There are estimates as in Section 6, but it is not clear what in-
formation some of them will really carry.

(ii) The papers [6] and [3] only dealt with the Euclidean metric, thus we will not
discuss what happens at infinity in a Riemannian context. For such a purpose, we
would first need to know some facts about the behavior of the metric g at infinity.
Second, two necessary steps would be to have a Bochnak–Łojasiewicz inequality at
infinity and the gradient conjecture at infinity to be true. Third, it is easy to make an
example of a smooth semi-algebraic metric on R2 \ clos(B(0, 1)) for which we find a
smooth semi-algebraic function whose corresponding gradient trajectories leave any
compact subset of the plane in spiraling [7].
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9 Remarks and Comments

(1) Gradient trajectories are not attached to a function but to a foliation: the foliation
by the connected components of the level of the given function. We have proved, in
particular, that the existence of the limit matrix along the non-oscillating trajectory
is attached to the considered function. This can be easily seen on the plane functions
f = −x2 − y2 and g = − f 2. We can check that along the trajectory |γ| = {y =
0, x > 0}:

H( f ) =

(
−1 0
0 −1

)
, while H(g) = 10−

1
2

(
−3 0
0 −1

)
What this limit matrix encodes is still mysterious. When the function f is of order at
least 3 at 0, this matrix may have some connections with the linear part a reduction of
the singularities of the gradient vector fields (when we produce one), but in general
it is not the linear part of the reduced singular point. This can be checked on any
homogeneous polynomial (it is very easy for f (x, y) = x3 − y3).

(2) We have kept the framework of this note within the category of real analytic
functions. But with a few modifications the main results we have proved, namely
Theorems 5.5 and 7.4 hold true for C2 functions (globally) definable in an o-minimal
structure M expanding the real field (see [16]). The most important modification is
that in the definition of the non-oscillation we substitute “semi-analytic” by “defin-
able in M”.

Regardless of the polynomial boundedness of the o-minimal structure M, every-
thing will work mostly fine in this setting, since there are straightforward analogs of
Lemmas 5.1, 5.2, 7.6, and 7.7, with very similar proofs. Thus the non-oscillation
property ensures that there is always a limit of secants at the limit point. (Note
that nevertheless the Gradient Conjecture is true in polynomially bounded struc-
tures [10]). We conclude that with the notion of definable non-oscillation we have
chosen, there is an analog version of Theorem 5.5.

At infinity, there is also a limit of secants at infinity along a given non-oscillating
gradient curve. Moreover, we can find estimates (monomial, as when the structure M
is polynomially bounded) for the function along the trajectory. To conclude we then
use the author’s Bochnak–Łojasiewicz inequality at infinity in such an o-minimal
setting [4], and thus, with the same arguments, we prove Theorem 7.4 in this case.

Assume that the o-minimal structure M contains Ran; that is, the sub-analytic
subsets are definable in M. If we want to detect oscillating behaviors at a given
point only with the semi/sub-analytic subsets, which is demanding much less than
filtering with definable subsets, it is not absolutely clear to us whether, a gradient
curve of a C2 definable function that is semi/subanalytically non-oscillating at its
limit point is also definably non-oscillating at its limit point. Since there are exam-
ples of semi-algebraically non-oscillating trajectories of real analytic vector fields that
are analytically oscillating, the answer to the previous question, even for a gradient
trajectory, may not be so straightforward, and we should also consider producing
counter-examples.
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