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Abstract

Let (Mn, Sn)n≥0 be a Markov random walk with positive recurrent driving chain
(Mn)n≥0 on the countable state space S with stationary distribution π . Suppose also
that lim supn→∞ Sn = ∞ almost surely, so that the walk has almost-sure finite strictly
ascending ladder epochs σ>

n . Recurrence properties of the ladder chain (Mσ>
n

)n≥0 and a
closely related excursion chain are studied. We give a necessary and sufficient condition
for the recurrence of (Mσ>

n
)n≥0 and further show that this chain is positive recurrent with

stationary distribution π> and Eπ>σ>

1 <∞ if and only if an associated Markov random
walk (M̂n, Ŝn)n≥0, obtained by time reversal and called the dual of (Mn, Sn)n≥0, is
positive divergent, i.e. Ŝn → ∞ almost surely. Simple expressions for π> are also
provided. Our arguments make use of coupling, Palm duality theory, and Wiener–Hopf
factorization for Markov random walks with discrete driving chain.
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1. Introduction

Let (Mn)n≥0 be an irreducible and positive recurrent Markov chain, defined on a probability
space (�, A, P), with at most countable state space S, transition matrix P = (pij )i,j∈S and
unique stationary distribution π = (πi)i∈S . Furthermore, let (Xn)n≥0 be a sequence of real-
valued random variables which are conditionally independent given (Mn)n≥0 and

P(Xn ∈ · | M0, M1, . . .) = P(Xn ∈ · | Mn−1, Mn) =: FMn−1,Mn a.s.

for all n ≥ 1. Equivalently, (Mn, Xn)n≥0 is a Markov-modulated sequence when it is a
temporally homogeneous Markov chain on S × R whose transition kernel has the particular
structure for which, for all i, j ∈ S, t, x ∈ R, and n ≥ 1, and with Fij (t) := Fij ((−∞, t]),

Q((i, x), {j} × (−∞, t]) := P(Mn+1 = j, Xn+1 ≤ t | Mn = i, Xn = x)

= P(Mn+1 = j, Xn+1 ≤ t | Mn = i)

= pijFij (t). (1.1)

As usual, we write Pi for P(· | M0 = i), Ei for expectations with respect to Pi , and put
Pλ :=∑

i∈S λiPi for any measure λ = (λi)i∈S on S. Under Pπ , (Mn, Xn)n≥1 forms a stationary
sequence and can therefore be extended to a doubly infinite sequence (Mn, Xn)n∈Z. Note that
‘Pπ -a.s.’, also written ‘a.s.’ hereafter, means Pi-a.s. for all i ∈ S because all πi are positive.
In the doubly infinite setup, we further use Pi,x for P(· | M0 = i, X0 = x) and let Pν have the
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obvious meaning for a measure ν on S × R. Finally, ξ denotes the stationary distribution of
(Mn, Xn)n∈Z.

Under the stated assumptions, the additive sequence (Sn)n≥0, defined by S0 := 0 and
Sn :=∑n

k=1 Xk for n ≥ 1, as well as its bivariate extension (Mn, Sn)n≥0 is called a Markov
random walk (MRW) or a Markov-additive process, and (Mn)n≥0 is its (discrete) driving chain.
The MRW is called null-homologous (going back to [14]) if Xn = g(Mn)− g(Mn−1) a.s. for
all n ≥ 1 and some function g : S → R, and then

Sn = g(Mn)− g(M0) a.s.

for all n ≥ 0. Otherwise, the MRW is called nontrivial. When compared to ordinary
random walks (RWs) with independent and identically distributed (i.i.d.) increments, the null-
homologous case, though comprising an infinite class of processes, corresponds to the trivial
random walk with almost-sure zero increments and is ruled out in the following.

If (Sn)n≥0 satisfies
lim sup
n→∞

Sn = ∞ a.s. , (1.2)

then the associated (strictly ascending) ladder height process is well defined, namely by
(Sσ>

n
)n≥0, where σ>

0 ≡ 0 and

σ>

n := inf{k > σ>

n−1 : Sk > Sσ>
n−1
} (1.3)

for n ≥ 1 denote the corresponding ladder epochs. As usual, σ>
n := ∞ if σ>

n−1 = ∞ or the
stopping condition is never met. Using the strong Markov property, it follows that

(M>

n , S>

n )n≥0 := (Mσ>
n

, Sσ>
n

)n≥0 and (M>

n , σ>

n )n≥0

form again MRWs. Their common driving chain (M>
n )n≥0 is called the ladder chain hereafter.

Furthermore, defining ϑ0 := 0 and ϑn := inf{k > ϑn−1 : Xk �= 0} for n ≥ 1, the sequence
(Mϑn, Sϑn)n≥0 forms another MRW whose driving chain is readily seen to be positive recurrent.
Moreover, this MRW has almost-sure nonzero increments Sϑn − Sϑn−1 and the same ladder
chain as (Mn, Sn)n≥0 because Xσ>

n
> 0 for all n ≥ 1. Therefore, without loss of generality,

we make the standing assumption that (Mn, Sn)n≥0 itself has almost-sure nonzero increments,
i.e.

Pπ (X1 = 0) = 0. (1.4)

This assumption enables us to avoid some technical issues regarding the excursion chain to be
introduced in Subsection 2.2.

The main concern of this paper is to provide necessary and sufficient conditions for the
recurrence and positive recurrence of (M>

n )n≥0 and a closely related augmentation (Mn, En)n≥0
of the driving chain, introduced in Subsection 2.2 and which keeps track of the excursions of
the random walk between the ladder epochs. Our results include information on the stationary
distribution π>, say, of (M>

n )n≥0 in terms of π . For the case of particular interest (at least in
applied probability) when the stationary drift μ := EπX1 exists finite and is positive (implying
that n−1Sn→ μ a.s. by Birkhoff’s ergodic theorem and thus also (1.2)), the positive recurrence
of (M>

n )n≥0 along with other properties of (M>
n , S>

n , σ>
n )n≥0 has already been proved in [1],

even allowing the state space S to be continuous. On the other hand, the arguments given there
are rather technical owing to the more complicated renewal structure when S is uncountable. We
return briefly to this issue at the end of this paper. Here we draw on Palm calculus and Wiener–
Hopf factorization in combination with some fluctuation-theoretic properties of MRWs recently
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derived in [4] and shortly summarized in the next section. Apart from a paper by Fuh and Lai
[12], where moments of ladder heights and first passage times for MRWs are studied, and some
weakly related work on the Wiener–Hopf factorization for Markov-additive processes by Arjas
and Speed [5], [6], Presman [17], and Asmussen [7], we are not aware of any work giving a
systematic treatment of ladder variables and recurrence aspects of the associated ladder chain in
the Markov-modulated setup. On the other hand, there is a large number of contributions dealing
with other aspects of MRWs; see, e.g. the old surveys by Çinlar [9], [10], the monographs by
Korolyuk and Turbin [13] and Asmussen [8, Chapter XI], and the references therein.

The recurrence of the ladder chain and related properties form an important ingredient when
dealing with Markov renewal theory or, more generally, fluctuation-theoretic properties of a
MRW (Mn, Sn)n≥0, namely, they allow us to identify a certain subsequence (Sτ>

n (i))n≥0 of
(S>

n )n≥0 and, thus, of (Sn)n≥0; this subsequence is an ordinary renewal process (an RW with
positive increments) because Mτ>

n (i) = i for all n ≥ 1 and some i ∈ S. Such embeddings
are fundamental when we attempt to derive results of the aforementioned kind for MRWs by
drawing on known results for ordinary RWs or renewal processes. For the case that (Mn, Sn)n≥0
has positive stationary drift, we demonstrated this recently in [3] by showing that all fundamental
Markov renewal theorems can be deduced with the help of such embeddings and the use of
classical renewal theory.

2. Preliminaries
2.1. Doubly infinite extension and fluctuation type

Return to the doubly infinite sequence (Mn, Xn)n∈Z under Pξ and define the associated
doubly infinite random walk (Sn)n∈Z via

Sn :=

⎧⎪⎨
⎪⎩

∑n
i=1 Xi if n ≥ 1,

0 if n = 0,

−∑0
i=n+1 Xi if n ≤ −1;

(2.1)

then Sn = Sn−1 + Xn for all n ∈ Z. Note that the forward sequence (Mn, Xn)n∈Z is a
stationary Markov chain with transition kernel Q given by (1.1), while the backward sequence
(M̂n, X̂n)n∈Z := (M−n, X−n+1)n∈Z is a stationary Markov chain with the dual kernel Q̂ given
for all i, j ∈ S and x, t ∈ R by

Q̂((i, x), {j} × (−∞, t]) = πjpji

πi

Fji(t).

We call (M̂n, X̂n)n∈Z and (M̂n)n∈Z the dual of (Mn, Xn)n∈Z and (Mn)n∈Z, respectively.
Accordingly, the MRW (M̂n, Ŝn)n∈Z, where Ŝn has the obvious meaning, is called the dual
of (Mn, Sn)n≥0. Note that Ŝn = −S−n for n ∈ Z.

Our earlier paper [4] shows that a nontrivial MRW (Mn, Sn)n≥0 exhibits the same fluctuation-
type trichotomy as an ordinary RW, meaning that exactly one of the following three alternatives
occurs [4, Proposition 4.4]:

Positive divergence: limn→∞ Sn = ∞ a.s.;

Negative divergence: limn→∞ Sn = −∞ a.s.;

Oscillation: lim infn→∞ Sn = −∞ and lim supn→∞ Sn = ∞ a.s.

Naturally, the same holds true for the dual (M̂n, Ŝn)n≥0. Moreover, letting τ0(i) := 0 and
τn(i) denote the nth return epoch of M to i, the fluctuation-type of the embedded ordinary RW
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(Sτn(i))n≥0 is the same for all i (solidarity) (see [4, Lemma 6.1]), and also Pi (Sτ(i) ∈ ·) =
Pi (Ŝτ̂ (i) ∈ ·) for any i, where τ̂ (i) has the obvious meaning. On the other hand and somewhat
surprisingly, the fluctuation types of (Mn, Sn)n≥0 and its dual need not be the same as for the
embedded RWs (Sτn(i))n≥0 when the latter is positive or negative divergent. In fact, it is possible
in this case for (Mn, Sn)n≥0 and/or (M̂n, Ŝn)n≥0 to be oscillating (see [4, Example 7.2] for an
illustrative example). In particular, the positive divergence of (Mn, Sn)n≥0 does not necessarily
entail the positive divergence of (M̂n, Ŝn)n≥0, that is,

lim
n→∞ Ŝn = lim

n→∞−S−n = ∞ a.s. (2.2)

can fail. On the other hand, (Mn, Sn)n≥0 shares the fluctuation type with its dual and all its
embedded RWs (Sτn(i))n≥0 (and then we call it a solidary MRW) whenever

• S is finite; or

• the stationary drift μ = EπX1 is finite, because then

lim
n→∞ n−1Sn = lim

n→∞ n−1Ŝn = μ a.s.; or

• the embedded RWs (Sτn(i))n≥0 are oscillating.

If (2.2) is assumed then, with probability 1, there is a doubly infinite sequence (σn)n∈Z of
ladder epochs for (Mn, Sn)n∈Z, determined through · · · < σ−1 < σ0 ≤ 0 < σ1 < σ2 < · · ·
and Sσn > supj<σn

Sj for all n ∈ Z. In particular,

σ1 := inf
{
k ≥ 1 : Sk > sup

j<k

Sj

}
, σ0 := sup

{
k ≤ 0 : Sk > sup

j<k

Sj

}
.

The reader should note that the sequences (σn)n≥1 and (σ>
n )n≥1 are generally different although

they have the same recursive structure (see (1.3)):

σn = inf{k > σn−1 : Sk − Sσn−1 > 0}.
The sequence (σn)n∈Z enables us to provide a Palm-theoretic description of the stationary
distribution of the ladder chain in the positive recurrent case (see (3.3) in Theorem 3.2).

Below we also need the sequence of dual weakly descending ladder epochs

σ̂�
n := inf

{
k > σ̂

�
n−1 : Ŝk ≤ Ŝ

σ̂
�
n−1

}
for n ≥ 1, where σ̂

�
0 := 0 and as usual inf ∅ := ∞.

2.2. The excursion chain

Define S∗n := max0≤k≤n Sk for n ≥ 0, and let

En := S∗n − Sn

denote the excursion of Sn from its current maximum at time n. Then E0 = 0 and

En = (En−1 −Xn)
+

for n ≥ 1. If σ>

k−1 < n < σ>

k for k ∈ N, we can also write En = −∑n
l=σ>

k−1+1 Xl .
It is readily seen that (Mn, En)n≥0 forms a temporally homogeneous Markov chain on

S×[0,∞), called the excursion chain hereafter. Recall our standing assumption (1.4), namely,
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Pπ (X1 = 0) = 0; then an excursion chain is defined on the ladder epochs because the latter
are the successive hitting times of S × {0} for (Mn, En)n≥0. If E0 > 0, we put

En := E0 + S∗n − Sn.

Recall that (Mn, En)n≥0 is called Harris recurrent or a Harris chain if there exist both

• a σ -finite measure ϕ on S × [0,∞), called an irreducibility measure, such that any
ϕ-positive subset B of S × [0,∞) is visited infinitely often (i.o.), i.e.

Pi,e((Mn, En) ∈ B i.o.) = 1 for all (i, e) ∈ S × [0,∞),

where Pi,e := P(· | M0 = i, E0 = e); and

• a ϕ-positive set C, called a small set by Meyn and Tweedie [15, Section 5.2] and a
regeneration set by Asmussen [8, p. 198], such that, for some m ∈ N, some α ∈ (0, 1],
and a probability measure φ with φ(C) = 1,

Pi,e((Mm, Em) ∈ · ∩ C) ≥ αφ(·).
When these two conditions are met, (Mn, En)n≥0 possesses an essentially unique, σ -finite
stationary measure , say, which is then also an irreducibility measure and assumed to be
normalized if finite. In the latter case, the chain is called positive Harris recurrent or a
positive Harris chain and  is its unique stationary distribution. In the following, recurrence or
positive recurrence of the excursion chain is always understood in the sense of Harris without
being further mentioned. Some rather straightforward, but useful facts in connection with
(Mn, En)n≥0 and its ladder chain are summarized in the following lemma.

Lemma 2.1. (a) The excursion chain ((Mn, En), En)n≥0 is a null-homologous MRW.

(b) The sequence ((Mn, En), S
∗
n)n≥0 is a MRW.

(c) The ladder chain (M>
n )n≥0 is recurrent if and only if (Mn, En)n≥0 is recurrent.

(d) If (Mn, En)n≥0 is recurrent with stationary measure  satisfying (S × {0}) < ∞, then
(M>

n )n≥0 is positive recurrent with stationary probabilities

π>

i = ({i} × {0})/(S × {0}), i ∈ S.

Proof. For (a), put g(i, e) := e for all (i, e) ∈ S × [0,∞) and note that, for n ≥ 1,

En − En−1 = g(Mn, En)− g(Mn−1, En−1).

Assertion (b) follows from S∗n − S∗n−1 = Xn + En − En−1 for all n ≥ 1, and we obtain (c)
by observing that M> visits a state i infinitely often if and only if (Mn, En)n≥0 visits the state
(i, 0) infinitely often, in which case {(i, 0)} forms a regeneration set. The stationary measure
 of (Mn, En)n≥0 is then obtained as

(B) = 1

mi

Ei,0

(τ(i,0)∑
n=1

1B(Mn, En)

)
(2.3)

for all measurable B ⊂ S × [0,∞), where τ(i, 0) := inf{n ≥ 1 : (Mn, En) = (i, 0)} and

mi :=
{

Ei,0τ(i, 0) if this mean is finite,

1 otherwise.
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Finally, if (S × [0,∞)) = 1 (positive recurrence), then π> as stated in the lemma is a
stationary distribution for the chain (M>

n )n≥0, thus proving its positive recurrence. �
In view of parts (c) and (d) of this lemma, it is natural to study recurrence properties of

(M>
n )n≥0 and (Mn, En)n≥0 together whenever convenient. This paper has two main results.

Theorem 3.1 shows, under the minimal requirement (1.2) for the almost-sure finiteness of the
ladder epochs, that (M>

n )n≥0 is either transient or recurrent on a unique irreducibility class
S> ⊂ S (this is defined in (3.1)). It also provides a necessary and sufficient condition for
recurrence in terms of the dual weakly descending ladder epoch σ̂

�
1 = inf{n : Ŝn ≤ 0} and, in

particular, shows the sufficiency of the condition

lim sup
n→∞

Ŝn = ∞ a.s. (2.4)

Our second result, Theorem 3.2, provides necessary and sufficient conditions for the positive
recurrence of (Mn, En)n≥0. These include both the positive recurrence of (M>

n )n≥0 and the
finiteness condition Eπ>σ>

1 <∞. With regard to applications, this covers what are presumably
the most important cases (including the case when the stationary drift EπX1 is positive), but
leaves open the far more difficult problem of a corresponding characterization of the situation
when Eπ>σ>

1 = ∞ (see Section 6 for some further comments).

2.3. Wiener–Hopf factorization

We derive an interesting formula for the stationary distribution of the ladder chain (see (3.4)
of Theorem 3.2) with the help of the Wiener–Hopf factorization for MRWs. Here we refer to
[7] and [8, p. 314ff] in recalling some necessary facts about this factorization.

Writing (M̂
�
n , Ŝ

�
n ) := (M̂

σ̂
�
n

, Ŝ
σ̂

�
n

), define the matrices

G := (Gij )i,j∈S, G> := (G>

ij )i,j∈S, Ĝ� := (
Ĝ

�
ij

)
i,j∈S, �G� := (

�G
�
ij

)
i,j∈S,

whose measure-valued elements are given by

Gij := pij Fij = Pi (M1 = j, X1 ∈ ·),
G>

ij := Pi (M
>

1 = j, S>

1 ∈ ·, σ>

1 <∞),

Ĝ
�
ij := Pi (M̂

�
1 = j, Ŝ

�
1 ∈ ·, σ̂

�
1 <∞),

�G
�
ij :=

πj

πi

Ĝ
�
ji .

The convolution of matrices A = (Aij )i,j∈S and B = (Bij )i,j∈S with measure-valued entries is
defined in the usual way by replacing ordinary multiplication by the convolution of measures;
thus, A ∗ B = (

∑
k∈S Aik ∗ Bkj )i,j∈S . The following result, stated here for reference, provides

the Wiener–Hopf factorization of an MRW with discrete driving chain and is at [7, Theorem 4.1]
for finite S and at [16, Theorem 10] for countable S (see also [12, Equation (4.7)]). For a more
abstract approach to Wiener–Hopf factorizations of MRWs, see the work of Presman [17] and
Arjas and Speed [5], [6].

Proposition 2.1. Let (Mn, Sn)n≥0 be a MRW with positive recurrent discrete driving chain
(Mn)n≥0. Then

δ0I −G = (δ0 I − �G�) ∗ (δ0I −G>) (2.5)

or, equivalently,
G = �G� +G> − �G� ∗G>,

where I denotes the identity matrix on S.
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We need the following lemma in which ‖ν‖ denotes the total mass of a measure ν.

Lemma 2.2. Suppose that (M̂n, Ŝn)n≥0 is positive divergent so that (2.2) holds. Then the
matrix ‖Ĝ�‖ := (‖Ĝ�

ij‖)i,j∈S is truly substochastic, i.e.∑
j∈S
‖Ĝ�

ij‖ ≤ 1

for all i ∈ S with strict inequality for at least one i. Furthermore,∑
i∈S

πi‖�G�
ij‖ = πj Pj (σ̂

�
1 <∞) ≤ πj (2.6)

for all j ∈ S with strict inequality for at least one j .

Proof. From the definition of the Ĝ
�
ij , we have, for all i ∈ S,∑

j∈S
‖Ĝ�

ij‖ =
∑
j∈S

Pi (M̂
�
1 = j, σ̂

�
1 <∞) = Pi (σ̂

�
1 <∞) ≤ 1.

Moreover, strict inequality must hold for at least one i, for otherwise Pπ (σ̂
�
1 <∞) = 1 would

follow and then inductively Pπ (σ̂
�
n <∞) = 1 for all n ∈ N, i.e.

Pπ (Ŝn ≤ 0 i.o.) = 1,

which is impossible by the positive divergence of (Ŝn)n≥0.
To prove (2.6), note that∑

i∈S
πi‖�G�

ij‖ =
∑
i∈S

πj‖Ĝ�
ji‖ = πj

∑
i∈S

Pj (M̂
�
1 = i, σ̂

�
1 <∞) = πjPj (σ̂

�
1 <∞),

and, by an analogous argument showing strict inequality for some i, this value must be less
than πj for at least one j when (Ŝn)n≥0 is positive divergent. �

3. Main results

In presenting our main results, we assume throughout that there is a given MRW (Mn, Sn)n≥0
which has a positive recurrent driving chain (Mn)n≥0 on the countable state space S, with
transition matrix P = (pij )i,j∈S and stationary distribution π , and the minimal condition (1.2)
for the existence of the ladder chain (M>

n )n≥0 is satisfied.

Theorem 3.1. Under the stated assumptions, define

S> :=
{
j ∈ S : sup

k≥1
Pi (M

>

k = j) > 0 for all i ∈ S
}

(3.1)

and τ>(S>) := inf{n ≥ 1 : M>
n ∈ S>}. Then

(a) the set S> is either empty or the unique irreducibility class of (M>
n )n≥0, and in the latter

case
Pi (τ

>(S>) <∞) = 1 for all i ∈ S (3.2)

(consequently, (M>
n )n≥0 is either transient or recurrent on S>); and

(b) recurrence (and, thus, S> �= ∅) implies (2.4), i.e. lim supn→∞ Ŝn = ∞ a.s., and is
equivalent to Ei σ̂

�
1 = ∞ for at least one i ∈ S, in which case

S> = {i ∈ S : Ei σ̂
�
1 = ∞}.
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Remark 3.1. Obviously, S> ⊂ {j ∈ S : pijFij ((0,∞)) > 0 for some i ∈ S}, and it equals the
whole state space S whenever pijFij ((0,∞)) > 0 for all i, j ∈ S.

Remark 3.2. The proof of Theorem 3.1 is given in Section 4, and shows in fact that all assertions
remain valid if the driving chain (Mn)n≥0 is null recurrent and π is its essentially unique
stationary measure. To some extent, this is also the case for the next result, but we refrain from
going into further detail.

Theorem 3.2. Under the stated assumptions, the assertions below are equivalent.

(a) The excursion chain (Mn, En)n≥0 is positive recurrent.

(b) The ladder chain (M>
n )n≥0 is positive recurrent with stationary distribution π>, say, and

Eπ>σ>

1 <∞.

(c) The bivariate chain (M>
n , σ>

n+1 − σ>
n )n≥0 is positive recurrent with stationary distribu-

tion ν, say, and Eνσ
>

1 <∞.

(d) The dual MRW (M̂n, Ŝn)n≥0 is positive divergent, i.e., (2.2) holds.

(e) The embedded RWs (Sτn(i))n≥0 are positive divergent and EiJi(D
i) <∞ for some (and

then all) i ∈ S, where Di := max1≤k≤τ(i) S+k and Ji is defined by

Ji(0) := 1 and Ji(x) :=
⎧⎨
⎩

x

Ei (S
+
τ(i) ∧ x)

if Pi (Sτ(i) > 0) > 0,

x otherwise,
for x > 0.

(f) Pi (σ̂
�
1 = ∞) > 0 for some (and then all) i ∈ S>.

When these assertions hold, the stationary distribution π> = (π>

i )i∈S is given by

π>

i :=
1

c
Eξ

(
1

σ1 − σ0
1{Mσ0=i}

)
= 1

c
Pξ (M0 = i, σ0 = 0), (3.3)

and has π -density f (i) = c−1
Pξ (σ0 = 0 | M0 = i) for i ∈ S, where ξ denotes the stationary

law of (Mn, Xn)n∈Z (cf. below (1)) and

c := Eξ

(
1

σ1 − σ0

)
= Pξ (σ0 = 0) ∈ (0, 1].

Furthermore,

π>

i =
1

c
πiPi (σ̂

�
1 = ∞) = 1

c
Pπ (M̂

�
0 = i, σ̂

�
1 = ∞) (3.4)

for all i ∈ S, implying that
c = Pπ (σ̂

�
1 = ∞).

Finally, the stationary law ν = (νi,m)(i,m)∈S×N of (M>
n , σ>

n+1 − σ>
n )n≥0 is given by

νi,m = 1

cm
Pξ (Mσ0 = i, σ1 − σ0 = m); (3.5)

in particular,

Pν(σ
>

1 = m) = Pπ>(σ>

1 = m) =
∑
i∈S

νi,m = Pξ (σ1 − σ0 = m)

cm
(3.6)

and

Eνσ
>

1 = Eπ>σ>

1 =
1

Pπ (σ̂
�
1 = ∞)

. (3.7)
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Remark 3.3. Since, for any i ∈ S, π>

i Eiσ
>

1 ≤ Eπ>σ>

1 and π>

i = c−1πi Pi (σ̂
�
1 = ∞), (3.7)

also shows that

Eiσ
>

1 ≤
1

πiPi (σ̂
�
1 = ∞)

for all i ∈ S, where the right-hand side is finite only for i ∈ S>.

Remark 3.4. In the case that (Mn, Sn)n≥0 has stationary drift 0 < μ <∞ and, thus, also (2.2)
holds (by solidarity), Theorem 3.2(c) can be viewed as a specialization of a similar result stated
without proof by Lalley [14, Section 4B] for general random walks with integrable stationary
increments.

A direct proof of Theorem 3.2 is given in Section 5, but the existence of π> can also be
deduced by drawing on a more general duality result from Palm calculus as described in the
monographs of Thorisson [19, Chapter 8] and Sigman [18]. We refer to Remark 5.1 for a sketch
of details, while in Remark 5.2 we indicate how the stationarity of π>, when defined by (3.4),
can also be verified with the help of the Wiener–Hopf factorization for MRWs.

4. Proof of Theorem 3.1

It is clear from the definition that S>, if nonempty, forms the unique irreducibility class for
M>, so (a) holds. It thus remains to show (3.2); we do this in a coupling argument below.

Suppose that S> is nonempty. On a possibly enlarged probability space with underlying
probability measure P, let (M ′n, X′n)n≥0 and (M ′′n , X′′n)n≥0 be two Markov-modulated sequences
with the same transition kernel as (Mn, Xn)n≥0 and initial condition (M ′0, M ′′0 ) = (i, j) for
arbitrarily fixed (i, j) ∈ S × S>. As usual, we denote the associated RWs by (S′n)n≥0 and
(S′′n)n≥0, and the corresponding strictly ascending ladder epochs by σ ′n and σ ′′n , respectively,
where σ ′0 = σ ′′0 := 0. Define τ := inf{n ≥ 0 : M ′n = j}, and couple the two MRWs through

(M ′τ+n, X
′
τ+n) = (M ′′n , X′′n) for all n ≥ 0.

In other words, the primed walk moves until its driving chain hits state j ∈ S> for the first time
and is then coupled to the double primed walk in the sense that both use the same driving chain
and make identical jumps. Since S> is an irreducibility class,

P(M ′′σ ′′n ∈ S> for all n ≥ 0) = Pj (M
>

n ∈ S> for all n ≥ 0) = 1.

Now observe that, ifσ ′ρ denotes the first ladder epoch after τ of (M ′n, S′n)n≥0, soρ = inf{n : σ ′n >

τ }, then σ ′ρ = σ ′′η for η = inf{n ≥ 0 : S′′
σ ′′n

> max0≤k≤τ S′k − S′τ } and, therefore,

(σ ′ρ+n, M
′
σ ′ρ+n

) = (σ ′′η+n, M
′′
σ ′′η+n

) for all n ≥ 0.

Consequently,
Pi (τ (S>) <∞) = P(M ′σ ′n ∈ S> eventually)

= P(M ′
σ ′ρ+n
∈ S> eventually)

= P(M ′′
σ ′′η+n
∈ S> eventually)

= P(M ′′σ ′′n ∈ S> for all n ≥ 0)

= 1,

and this is the desired conclusion.
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Lemma 4.1. For any MRW (Mn, Sn)n≥0,

πi Ei σ̂
�
1 =

∑
n≥0

Pπ (M>

n = i, σ>

n <∞).

Proof. We start from the simple observation that, for all s ∈ (0, 1),

πi

1− Ei s
σ̂

�
1

1− s
= Eπ

(
1{M̂0=i}

σ̂
�
1 −1∑
n=0

sn

)
.

Using the duality relation

Pπ ((M̂k, Ŝk)0≤k≤n ∈ ·) = Pπ ((Mn−k, Sn − Sn−k)0≤k≤n ∈ ·),
we further obtain for the right-hand side

Eπ

(
1{M̂0=i}

σ̂
�
1 −1∑
n=0

sn

)
=

∑
n≥0

sn
Pπ (M̂0 = i, σ̂

�
1 > n)

=
∑
n≥0

sn
Pπ (M̂0 = i, Ŝk > 0 for 1 ≤ k ≤ n)

=
∑
n≥0

sn
Pπ (Mn = i, Sn − Sn−k > 0 for 1 ≤ k ≤ n)

=
∑
n≥0

sn
∑
m≥0

Pπ (Mn = i, σ>

m = n)

= Eπ

(∑
m≥0

sσ>
m 1{M>

m=i, σ>
m <∞}

)
.

The assertion of the lemma follows on letting s ↑ 1. �

We now complete the proof of Theorem 3.1(b). Note first that Ei σ̂
�
1 = ∞ for some i ∈ S

implies that the dual MRW cannot be negative divergent and, thus, lim supn→∞ Ŝn = ∞ a.s.
by [4, Theorem 6.1]. It therefore remains to show the asserted equivalence. It is a well-known
fact that i is a recurrent state for (M>

n )n≥0 if and only if
∑

n≥0 Pi (M
>
n = i) = ∞, which in

turn holds true if and only if
∑

n≥0 Pπ (M>
n = i) = ∞ as the following argument shows. Put

τ>(i) = inf{n ≥ 1 : M>
n = i}. Then

πi

∑
n≥0

Pi (M
>

n = i) ≤
∑
n≥0

Pπ (M>

n = i)

=
(

πi +
∑

j∈S\{i}
πjPj (τ

>(i) <∞)

) ∑
n≥0

Pi (M
>

n = i)

≤
∑
n≥0

Pi (M
>

n = i).

The assertion (b) now follows directly from Lemma 4.1.
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5. Proof of Theorem 3.2

(a) and (b) are equivalent. If (Mn, En)n≥0 is positive recurrent with stationary distribution
, then, by Lemma 2.1(d), (M>

n )n≥0 is also positive recurrent with stationary distribution
π> = (· × {0})/(S × {0}). This shows that (a) implies (b). For the converse, let P be such
that (Mn, En)n≥0 has initial distribution π> ⊗ δ0 under P. Note that, under P, the cycles

(σ>

n+1 − σ>

n , (Mk, Ek)σ>
n <k≤σ>

n+1
), n = 0, 1, . . . ,

constitute a stationary sequence of finite mean length Eπ>σ>

1 = Eσ>

1 . Defining

(A) := 1

Eσ>

1
E

( σ>
1∑

n=1

1A(Mn, En)

)

for measurable A ⊂ S× [0,∞), it is now readily verified that  is a stationary distribution for
(Mn, En)n≥0, thus proving the asserted positive recurrence of this chain.

(b) and (c) are equivalent. This follows directly from the fact that (Mn, σ
>

n+1 − σ>
n )n≥0 is a

Markov-modulated sequence as defined at the beginning of the introduction.

(d) and (e) are equivalent. Here we use a result from fluctuation theory for MRWs as developed
in [4]. Note first that, by a result due to Erickson [11], the positive divergence of the ordinary
RW (Sτn(i))n≥0 is equivalent to

Ei (S
+
τ(i) ∧ x)− Ei (S

−
τ(i) ∧ x) > 0 for all sufficiently large x > 0 (5.1)

and

EiJi(S
−
τ(i)) <∞. (5.2)

By duality, we further have, under Pi ,

(τ̂ (i), (M̂n, Ŝn)1≤n≤τ̂ (i))
D= (τ (i), (Mτ(i)−n, Sτ(i) − Sn)1≤n≤τ(i)),

and this in turn provides us with

max
1≤n≤τ̂ (i)

Ŝ−n
D= max

1≤n≤τ(i)
(Sτ(i) − Sn)

−
{
≤ Di + S−τ(i),

≥ Di − S−τ(i).
(5.3)

Now, if (d) holds then (Sτn(i))n≥0 for any fixed i ∈ S must be positive divergent. Also,

EiJi

(
max

1≤n≤τ̂ (i)
Ŝ−n

)
<∞ (5.4)

by [4, Theorem 6.1]. In combination with (5.2) and (5.3), this yields

EiJi(D
i) ≤ EiJi

(
max

1≤n≤τ̂ (i)
Ŝ−n

)
+ EiS

−
τ(i) <∞

and (e) follows. Conversely, if (e) and, thus, (5.1) and (5.2) hold, these conditions together
with (5.3) imply (5.4) and thence (d) by another appeal to [4, Theorem 6.1].
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(d) and (f) are equivalent. First, Lemma 2.2 shows directly that (d) implies (f). The converse
follows because (f) implies that, for all i ∈ S,

Pi

(
lim inf
n→∞ Ŝn ≥ 0

)
> 0,

and this in combination with the fluctuation-type trichotomy for nontrivial MRWs gives (d).

(a) implies (d). Consider the Markov-modulated sequence ((Mn, En), Xn)n≥0 and recall that
Xn + En − En−1 = S∗n − S∗n−1 ≥ 0 for all n. Now, if (a) holds then

� := P(((M1, E1), X1) ∈ ·)
provides us with the stationary distribution of ((Mn, En), Xn)n≥0 (which is still a Markov
chain). Therefore, we may consider a doubly infinite stationary extension ((Mn, En), Xn)n∈Z
under a suitable probability measure Q, say. Then

Q((Mn, En)n∈Z ∈ ·) = P((Mn, En)n∈Z ∈ ·)
as well as

Q((Mn, Xn)n∈Z ∈ ·) = Pξ ((Mn, Xn)n∈Z ∈ ·)
with ξ as stated in the theorem. Next, use (En)n∈Z together with the doubly infinite extension
(Sn)n∈Z as defined in (2.1) to define the doubly infinite extension (S∗n)n∈Z in the canonical
way, namely, S∗n = Sn + En or, equivalently, S∗n − S∗n−1 = Xn + En − En−1 for n ∈ Z.
Then Xn + En − En−1 ≥ 0 entails E0 = S0 + E0 = S∗0 ≥ S∗−1 ≥ S∗−2 ≥ · · · and, thus,
lim supn→∞ S−n ≤ lim supn→∞ S∗−n ≤ E0 <∞ Q-a.s. Consequently,

lim inf
n→∞ Ŝn = − lim sup

n→∞
S−n > −∞ Q-a.s.,

which by another use of the fluctuation-type trichotomy implies (d).

(d) implies (b). Assuming the positive divergence of (M̂n, Ŝn)n≥0, the doubly infinite sequence
of ladder epochs (σn)n∈Z from Subsection 2.1 and, thus, also the expressions for π>

i in (3.3)
are well defined. If we can verify that π> is a stationary distribution for M>, then (b) follows.
This final step also shows that (3.4)–(3.7) hold.

First we show the equality of the two expressions for π>

i in (3.3). We have

Eξ

(
1

σ1 − σ0
1{Mσ0=i}

)
=

∑
k≥0

∑
l>k

1

l
Pξ (M−k = i, σ0 = −k, σ1 − σ0 = l)

=
∑
k≥0

∑
l>k

1

l
Pξ (M0 = i, σ0 = 0, σ1 − σ0 = l)

=
∑
l≥1

Pξ (M0 = i, σ0 = 0, σ1 − σ0 = l)

l−1∑
k=0

1

l

=
∑
l≥1

Pξ (M0 = i, σ0 = 0, σ1 − σ0 = l)

= Pξ (M0 = i, σ0 = 0),

where the third line follows from the stationarity of (Mn, Xn)n∈Z under Pξ . This stationarity

https://doi.org/10.1017/apr.2018.68 Published online by Cambridge University Press

https://doi.org/10.1017/apr.2018.68


Ladder epochs and ladder chain of a Markov random walk 43

also provides us with

{M−k = i, σ0 = −k, σ1 − σ0 = l}
=

{
M−k = i, S−k > max

j>k
S−j , max

1≤j<l
S−k+j ≤ S−k, S−k+l > max

0≤j<l
S−k+j

}

=
{
M−k = i, min

j>k

−k∑
n=−j

Xn > 0, max
1≤j<l

−k+j∑
n=−k+1

Xn ≤ 0, min
1≤j≤l

−k+l∑
n=−k+j

Xn > 0

}

D=
{
M0 = i, min

j>0

0∑
n=−j

Xn > 0, max
1≤j<l

j∑
n=1

Xn ≤ 0, min
1≤j≤l

l∑
n=j

Xn > 0

}

= {M0 = i, σ0 = 0, σ1 − σ0 = l}
for all 0 ≤ k < l, where A

D= B means that 1A and 1B have the same law under Pξ , and, thus,

1

cl
Pξ (Mσ0 = i, σ1 − σ0 = l) = 1

c
Pξ (M0 = i, σ0 = 0, σ1 = l). (5.5)

Since

π>

i =
1

c
Pξ (σ0 = 0 | M0 = i)Pξ (M0 = i) = 1

c
Pi (σ0 = 0)πi,

we also obtain the asserted form of the π -density of π>.
Concerning the stationarity of π>, we obtain by a similar argument that, for all j ∈ S,

Pπ>(M>

1 = j) =
∑
i∈S

π>

i Pi (M
>

1 = j)

= 1

c

∑
i∈S

Pξ (σ0 = 0, M0 = i)Pi (M
>

1 = j)

= 1

c

∑
i∈S

∑
n≥1

Pξ (σ0 = 0, σ1 = n, M0 = i, Mn = j)

= 1

c

∑
i∈S

∑
n≥1

Pξ (σ−1 = −n, σ0 = 0, M−n = i, M0 = j)

= 1

c

∑
i∈S

Pξ (M
>−1 = i, σ0 = 0, M0 = j)

= 1

c
Pξ (σ0 = 0, M0 = j) = π>

j ,

and this is the desired result.
Equation (3.4) now follows from the relation that, for all i ∈ S,

Pξ (M0 = i, σ0 = 0) = Pξ

(
M0 = i, max

n≥1
S−n < 0 = S0

)
= Pξ

(
M̂0 = i, min

n≥1
Ŝn > 0

)
= πiPi (σ̂

�
1 = ∞).
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Using (5.5) and the obvious fact that (M>
n , σ>

n+1 − σ>
n )n≥0 is a stationary Markov chain

under Pπ> , we obtain for its stationary law ν the relation, for all (i, m) ∈ S × N,

νi,m = Pπ>(M>

0 = i, σ>

1 = m)

= π>

i Pi (σ
>

1 = m)

= 1

c
Pξ (M0 = i, σ0 = 0)Pi (σ

>

1 = m)

= 1

c
Pξ (M0 = i, σ0 = 0, σ1 = m)

= 1

cm
Pξ (Mσ0 = i, σ1 − σ0 = m),

and this proves (3.5). Equations (3.6) and (3.7) are now direct consequences, and so (d)
implies (b).

Remark 5.1. Assuming that Theorem 3.2(d) holds, the stationarity of π> defined by (3.3) may
also be derived within the framework of Palm calculus as laid out in [19, Chapter 8]. For a short
description, we start with the stationary sequence (Mn, X�n)n∈Z under Pξ , X�n := (Xk)k≤n,
and put here

Em := Sm −max
k≤m

Sk = min
k≤m

m∑
j=k+1

Xj for m ∈ Z.

Then Em is a functional of X�m which equals 0 if and only if m is a strictly ascending ladder
epoch of the associated doubly infinite MRW (Mn, Sn)n∈Z. In other words, the sequence
S := (σn)n∈Z of ladder epochs may be viewed as the sequence of return times to S × {0} of
the stationary sequence Z := (Mn, En)n∈Z, and it is a functional of it. For n ∈ Z, define the
two-sided shift

θn((zk)k∈Z, (tk)k∈Z) := ((zn+k)k∈Z, (tn,k)k∈Z)

for n ∈ Z, (zk)k∈Z ∈ (S × (−∞, 0])Z and strictly increasing sequences (tk)k∈Z such that

−∞← · · · < t−1 ≤ 0 < t1 < · · · → ∞
and (tn,k)k∈Z equals the sequence (tk + n)k∈Z modulo relabelling so as to have tn,0 ≤ 0 < tn,1
(see also [19, p. 251]). Then the above considerations imply that the sequence

(θn(Z, S))n∈Z
is Pξ -stationary, and the Palm duality theory [19, Theorem 8.4.1] now tells us that its cycles

(σn+1 − σn, (Mk, Ek)σn≤k<σn+1), n ∈ Z,

and the sequence (Mσn, σn+1 − σn)n∈Z in particular are stationary under the probability mea-
sure P

0
ξ , defined by

P
0
ξ (dx) := 1

c(σ1 − σ0)
Pξ (dx)

with c as in Theorem 3.2 and satisfying P
0
π (σ0 = 0) = 1. Consequently,

π>

i = P
0
ξ (M0 = i) = 1

c
Eξ

(
1

σ1 − σ0
1{Mσ0=i}

)
, i ∈ S,

is a stationary distribution for the ladder chain as asserted in our theorem.
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Remark 5.2. The stationarity of π>, when defined by (3.4), follows also from

I − ‖G‖ = (I − ‖�G�‖)(I − ‖G>‖), (5.6)

which in turn is a direct consequence of the Wiener–Hopf factorization (2.5), namely, by
multiplying (5.6) from the left by π� (the transpose of π ) and observing that ‖G‖ = P =
(pij )i,j∈S is the transition matrix of M , we deduce that

0 = π�(I − P) = π�(I − ‖�G�‖)(I − ‖G>‖).
By Lemma 2.2, in particular (2.6), and the fact that all πi are positive, the nonnegative vector

π�(I − ‖�G�‖) = (πiPi (σ̂
�
1 = ∞))i∈S

is not identically zero and, thus, a proper solution of the equation x(I − ‖G>‖) = 0. After
normalization through c, it is therefore the stationary distribution of M> with transition matrix
‖G>‖.

6. Examples and concluding remarks

Examples where the ladder chain (M>
n )n≥0 is positive recurrent with stationary distribution

π>, but Eπ>σ>

1 = ∞, are not difficult to find, and at Examples 6.1–6.3 below we provide
three such instances. By Theorem 3.2, this means that (2.2) must fail and, thus, the dual MRW
(M̂n, Ŝn)n≥0 must oscillate.

Example 6.1. Let (Mn, Sn)n≥0 be a nontrivial MRW with positive recurrent driving chain on
a finite state space S and stationary drift 0. Such a MRW has oscillating embedded RWs
(Sτn(i))n≥0 and so is solidary, as pointed out in Section 2; thus,

lim inf
n→∞ Sn = −∞ and lim sup

n→∞
Sn = ∞ a.s.

(see also [2, Theorems 2 and 3] or [4]), and the same holds for its dual (Ŝn)n≥0. Therefore,
condition (2.2) fails, yet the ladder chain is necessarily positive recurrent on some ∅ �= S> ⊂ S
because S is finite.

Example 6.2. Consider the situation of the previous example but with infinite S and make the
additional assumption that, for some unique s ∈ S, the Fis, i ∈ S, are concentrated on (0,∞),
while all other Fij are concentrated on (−∞, 0). Since Xσ>

n
must be positive for each n, we

find that M>
n = s for all n ≥ 1 and so the ladder chain is trivially positive recurrent on S> = {s}.

Example 6.3. In this particularly simple example, consider the case that M has infinite state
space and is independent of (Xn)n≥1, the latter variables being i.i.d. with mean 0 and positive
variance. Then (Mn, Sn)n≥0 as well as its dual are oscillating. On the other hand, the ladder
chain M> is clearly independent of (Sσ>

n
)n≥0 as well as positive recurrent with the same

stationary distribution as M .

Example 6.4. Last but not least, observe that a positive recurrent ladder chain with Eπ>σ>

1 =∞ also occurs if (Mn, Sn)n≥0 is a solidary positive divergent MRW with null recurrent driving
chain having stationary measure π such that π(S>) <∞.

Taken together, these four examples indicate that a complete characterization of positive
recurrence of (M>

n )n≥0 in the case that Eπ>σ>

1 = ∞ appears to be a more difficult question to
answer.
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Finally, one may ask even more ambitiously for extensions of the results presented here to the
situation when the driving chain of the given MRW has uncountable state space and is positive
Harris recurrent. Supported by what has been done in [1], we do not believe that this level of
generalization is intrinsically deeper. However, it comes with a number of measure-theoretic
complications and even limitations regarding, for instance, the use of regeneration schemes
determined by the return epochs to certain sets, Wiener–Hopf factorization, or fluctuation-
theoretic results as those needed for the proof of Theorem 3.2 and developed in [4].
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