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Sample-Selection Biases and the 
Industrialization Puzzle

HOWARD BODENHORN, TIMOTHY W. GUINNANE,  
AND THOMAS A. MROZ

Understanding long-term changes in human well-being is central to understanding 
the consequences of economic development. An extensive anthropometric 
literature purports to show that heights in the United States declined between 
the 1830s and the 1890s, which is when the U.S. economy modernized. Most 

health consequences of industrialization and urbanization. This interpretation, 
however, relies on sources subject to selection bias. Our meta-analysis shows 
that the declining height during industrialization emerges primarily in selected 
samples. We also develop a parsimonious diagnostic test that reveals, but does not 
correct for, selection bias in height samples. When applied to four representative 
height samples, the diagnostic provides compelling evidence of selection.

Introduced into economic history just over three decades ago, anthro-
pometric history is now an important component of the cliometrician’s 

standard toolkit. Roderick Floud et al. (2011, p. 374) note that anthro-
pometric history originated with the limited objective of establishing 
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the heights and health of the inhabitants of North America and Western 
Europe in the eighteenth century. Since then, the study of heights has 
“mushroomed into a study of the long-term development of human 
society,” drawing on the tools and insights of economics, statistics, and 

cliometric history has had as many resources devoted to it in the past two 
decades as historical anthropometrics (Voth and Leunig 1996, p. 541). 

Physiological improvement takes a central place in the list of factors 

have developed a systematic approach to the study of the connection 
between changes in the human body and economic development labeled 
the techno-physical approach (Deaton 2013; Floud et al. 2011). But as 
Floud et al. (2011) note in their summary of the British and American 
experiences, measures of physiological well-being, including average 
height, did not grow monotonically over the long run. Much of the avail-
able evidence from these two countries reveals that the average measured 
height of populations stagnated or declined in the early phase of modern 
economic growth. In the United States, in particular, measured mean 
height declined for cohorts born between (approximately) the 1830s and 
the 1890s. This apparent anomaly, now widely labeled the “industrializa-

-
pometric history (Floud et al. 2011, p. 298). Similar substantial, long-

monarchy, although the declines in measured heights occurred at different 
times (Floud, Wachter, and Gregory 1990; Sandberg and Steckel 1987; 
Komlos 1989). John Komlos (1994, p. 493) called the decline in heights 
in the early phase of economic modernization in these countries “the most 
amazing discovery” of anthropometric history. Although researchers 
discuss several potential causes, most focus on the failure of food supplies 
(measured by food’s quantity, quality, or both) and public health, broadly 
conceived, to keep up with population growth and urbanization (Komlos 
2012). “Economic growth in the nineteenth century,” write Floud et al. 
(2011, p. 348) “was very costly because economic booms caused rapid 
population growth, internal and external migration, urbanization, sanita-
tion problems, and rampant diseases; all these reduced people’s produc-
tivity and their ability to accumulate human capital.”

The apparent decline in heights in the United States, Great Britain, 
Sweden, and Habsburg-era central Europe is indeed interesting, yet we 
question the reliability of the evidence adduced for this apparent decline. 
These countries had fundamentally different economies at the time of their 
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military ranks with volunteers rather than conscripts. A volunteer sample, 
which is the predominant type of sample in the literature, is selected in 
the sense that such samples contain only individuals who chose to enlist 
in the military. Elsewhere we have shown that the problem of inferring 
changes in population heights from a selected sample of volunteers can 
be grave (Bodenhorn, Guinnane, and Mroz 2014). The implications of 
selection bias render the observed “shrinking in a growing economy” less 
of an anomaly (Komlos 1998a). As the economy grows, the outside option 
of military service becomes less attractive, especially to the productive 
and the tall. Military heights declined because tall people increasingly 
chose non-military employment. Thus, we cannot really say whether 

height of those willing to enlist in the military declined. Later we draw on 
published studies to document an important feature of the data, namely 
that height reversals or “puzzles” are less often observed in countries that 

and measurement.
Sample selection can take two forms that the heights literature some-

sampling on an observable characteristic such as race or sex. Modern 
surveys often deliberately over-sample on such characteristics. If we 
know the proportions of such groups in the population, we can construct 
and apply weights to obtain unbiased estimates of the population’s char-
acteristics. The second type of selection, selection on unobservables, on 
the other hand, refers to a situation in which an individual enters the 
sample, in part, due to the unmeasured characteristics that are related to 
the outcome of interest. A criminal in a prison sample, for example, enters 
the sample because his non-criminal opportunities are less attractive than 
criminal activities (Bodenhorn, Moehling, and Price 2012). If the choice 
to engage in crime was driven by unobservable characteristics that are 
correlated with height, say childhood poverty, sampling weights based 
only on observed characteristics will not correct for the selection. The 

the set of unobserved characteristics correlated with height.
Some cliometricians contend that the issues surrounding selection and 

selection bias are now well understood and that most historical heights 
researchers account for (or at least qualify their conclusions based on) 
any potential selection issues. We disagree. Sample selection problems 
of the selection-on-unobervables type tend to be minimized when they 
are discussed at all. A recent study of Portuguese heights is typical in this 
regard (Stolz, Baten, and Reis 2013). Other researchers make a virtue 
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of the oversampling of the poor and working classes, but this argument 
confuses the selection-on-observables type with the selection-on-unob-
servables type. It also misses the consequences of selection on unobserv-
ables. Military and prison samples, for example, over-represent the poor 
and working classes not because the poor were randomly over-sampled 
to achieve that result, but because poor and working class men had unob-

criminal activity to be their best option. Similarly, the poor men who 
entered the military or the prison were not a random sample of poor men. 
As we argue later, there is good reason to believe that even for those of a 
given socioeconomic class, men in the army and prison were shorter than 
those who did not enter. And, we reiterate, it is likely that selection on 
unobservables changes over time and in response to economic conditions. 

-
servables in the historical heights literature. Komlos’ (1993, p. 119) 
reanalysis of lower-class, eighteenth-century English boys leads him 
to conclude that the “unreasonably abrupt” changes in average heights 
are likely the result of changing recruitment practices. Paul Johnson and 
Stephen Nicholas (1995, p. 471), too, attribute large, short-term changes 
in heights to selection bias. Recently, Ariel Zimran (2015) develops a 
two-step semi-parametric estimator with potential selection on a single 

large to overturn the decline in heights observed for Union Army soldiers. 
Thomas Mroz (2015), however, shows that Zimran’s approach may not 

-
tion conditions that depend on more than one unobserved factor. Thus, 

to systematically explore whether it can explain the apparent reversals in 
average heights in growing economies or the so-called industrialization 
puzzle in both an American and cross-country context.

THE INDUSTRIALIZATION PUZZLE IN AN AMERICAN FRAME

From very nearly the beginning of the anthropometric history, scholars 
report an apparent anomaly: the average height of adult male native-born 
Americans began a decline in height among those males born in the 1830s 
(we follow the convention in the literature that dates refer to birth years 
rather than observation years) (Margo and Steckel 1983; Fogel 1986). The 
downward trend persisted through the 1870s and 1880s, after which average 
adult male heights increased at the relatively rapid rate of 1.8 cm per decade 
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between 1902 and 1931 (Fogel 1986, p. 511). The pattern of declining 
heights at mid-century is “puzzling because according to the conventional 
indicators the American economy was expanding rapidly during the ante-
bellum decades” (Komlos 1987, p. 898). Ordinarily, economists expect 
periods of economic growth to translate into rising living standards.

The American incarnation of the industrialization puzzle is all the 
more puzzling because, among the early industrializers, only England, 
Sweden, and Austria-Hungary appear to have experienced a similar 

Figure 1 reproduces Robert Fogel’s (1986) graph of U.S. adult male 
heights on which we superimpose mean heights reported for four conti-
nental European countries that span the nineteenth century. Plots of the 
mean height of the Dutch, Swedes, Italians, and French trace out long-

large, persistent reversal like that observed for the United States. Plots of 
mean heights (not shown) of Russians (Mironov 1995; Wheatcroft 2009), 
Bulgarians (Popoff 1926), Spaniards (Ayuda and Puche-Gil 2014), and 
Japanese (Shay 1994) drawn from large, representative conscript samples 
all trend upward after 1800 without large or persistent reversals. Despite 
Komlos’ (1998b, p. 236) contention that the industrialization puzzle is 
not a “statistical artefact [sic],” its regular appearance in selected samples 
(e.g., military volunteers, prisoners, students) and its failure to appear 
in representative conscript samples raises questions about whether the 
puzzle is an artifact of selected samples.

Convinced that it was not an artifact, historical cliometricians turned 
their attention to uncovering the industrialization puzzle’s sources. 
Explanations for the puzzle focus on declines in available foodstuffs (or 
a rise in their relative price) that led to a long-run decline in net nutrition; 
to increases in the disease load due to urbanization and a widening of the 
transportation network; to increased income inequality, which negatively 
affected the heights of the lower classes more than secular growth posi-
tively affected the height of the middle and upper classes; to increased 
work intensity, which would have more negatively affected the height 
of factory workers more than farmers (who already worked hard) and 
white-collar workers; and to increased immigration around mid-century, 
which would reduce mean adult height if immigrants were shorter than 
native-born Americans and if the children and grandchildren of immi-
grants carried the immigrant height disadvantage across generations 
(Sunder 2004, pp. 76–77; Komlos 2012). The puzzle was a welcome 
addition to the literature, in part, because it bolstered the case of pessi-
mists who argue that early industrialization diminished aggregate well-
being (Feinstein 1998).
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THE EMPIRICAL BASIS OF THE PUZZLE IN THE UNITED STATES

Despite its emergence as a stylized fact the industrialization puzzle has 
a surprisingly ambiguous evidentiary basis. In an early review of the liter-
ature, Komlos (1998a, p. 782) discusses 21 height samples, 14 of which 
report declining mean height during one or more decades between 1820 
and 1890. In three other samples, mean height increased; one sample 
reports no mean change in height. Komlos (1998b, p. 236) also reports the 
approximate date at which heights initially turned down (when they did), 
with dates ranging between the 1780s and the 1840s. Excluding the three 
studies that report increasing average height, the modal downturn began 
in the 1830s; the median downturn occurs in the 1820s. Komlos’ dating 
of the puzzle as beginning circa 1830 and ending circa 1890 accords with 
Fogel’s (1986) account, which he develops by splicing together several 
independently constructed series. Fogel’s (1986, p. 465) graph, in Figure 
1, has achieved nearly iconic status (e.g., Steckel 1995; Costa and Steckel 
1997; Floud et al. 2011, p. 299). 

Many of the most-cited articles in the literature provide evidence 
that spans only a part of the 1830 to 1890 era; some end before or at 

FIGURE 1
MEAN HEIGHTS OF UNITED STATES MILITARY VOLUNTEERS  

AND EUROPEAN CONSCRIPTS

Sources: United States: Fogel (1986); Netherlands: Mandemaker (1993); Italy: Federico (2003); 
France: Weir (1997); Sweden: Sandberg and Steckel (1997).
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approximately the onset of the posited decline in height. These studies 
are thus of limited use in documenting or understanding the phenom-
enon (e.g., Margo and Steckel 1982; Margo and Steckel 1983; A’Hearn 
1998; Bodenhorn 1999). Since Komlos’ earliest reviews of the literature, 
several studies have appeared that document or further discuss the puzzle 
and, importantly, span all or most of the period between 1830 and 1890. 
Table 1 summarizes the results of 21 samples reported in 12 separate 
studies. The 21 samples include more than 230,000 individual obser-
vations of mostly native-born North Americans. Several studies report 
results for distinct groups—blacks and whites, men and women, or adults 
and youth—that are treated here as independent samples drawn from an 
underlying North American population. 

industrialization puzzle in North America. Most of the evidence on the 
puzzle is inferred from potentially unrepresentative samples of prisoners, 
soldiers, students, or passport applicants. Robert E. Gallman (1996) 
notes that there is no reason to believe that people entering these types of 
samples are representative of Americans. Moreover, he notes that there is 
no reason to believe that the characteristics of these self-selected samples 
remained constant over time, which makes inference highly problematic 
(see Howard Bodenhorn, Timothy Guinnane, and Thomas A. Mroz 2014 
for a formal analysis of the consequences of changing selection on unob-
servables over time). 

Alan Carson’s (2009) sample of white male adult prisoners implies that 
average height declined by 1.68 percent for cohorts born between 1830 
and 1889. At the other extreme, Carson’s (2011) sample of white female 
adult prisoners implies that average height increased by 2.00 percent over 
nearly the same birth cohorts. The other samples’ estimates report results 
between these two bounds, six of which report increasing height and two 

-
ters). The average change in height for the 21 samples is +0.015 percent, 
which indicates that average height did not change much over the nine-
teenth century. If, alternatively, we weight the individual sample average 
changes by sample size, average height changed between 1830 and 1890 
by –0.12 percent. If we take the weighted average to approximate the true 
change in average adult male height circa 1830 to 1890 and that average 
adult male height in 1830 was 172 cm, average height declined by about 
0.2 cm (or one-twelfth of an inch). Compared to the 7 cm standard devia-
tion in a cross section in adult male heights or the 1 cm to 2 cm standard 
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deviation in the time series, a 0.2 cm change is substantively trivial. It is 
hardly evidence, moreover, of a meaningful mid-century North American 
decline in physiological well-being. 

A META-ANALYSIS OF THE HISTORIAL HEIGHTS LITERATURE

Our analysis of 12 studies of the North American industrialization 
puzzle casts doubt on whether the mid-century decline in heights was 
genuine, but these studies alone cannot resolve whether the posited 
decline in height was a consequence of the selected nature of the samples. 
Ideally, we would need to compare selected samples to non-selected 
samples drawn from the same population to determine whether the 

TABLE 1
SUMMARIES OF NORTH AMERICAN INDUSTRIALIZATION PUZZLE STUDIES

Author

Year
of

Study Type Race Sex Age
Sample 

Size
Years

Covered
Height Change

(Percent)

Komlos 1987 Military W M Youth   953 1820–79 –0.35
Komlos 1987 Military W M Youth   829 1820–79 –0.23
Steckel/Haurin 1994 Military W M Adult  4,354 1845–95 –1.31
Komlos 1996 Military W M Youth  1,614 1835–79  1.01
Murray 1997 Student W M Youth  2,499 1830–79 –0.23

2007 Prison W M Adult  1,827 1830–73 0
Maloney/Carson 2008 Prison W M Adult 17,337 1830–90 –0.8
Maloney/Carson 2008 Prison B M Adult  3,520 1830–90 0
Maloney/Carson 2008 Prison W M Youth  7,152 1830–95 –0.26
Maloney/Carson 2008 Prison B M Youth  1,551 1830–95 –0.31
Carson 2008 Prison B M Youth 17,954 1820–89  0.16
Carson 2008 Prison B M Adult 57,290 1820–89 –0.35
Carson 2009 Prison W M Youth  4,468 1850–94 –0.46
Carson 2009 Prison B M Youth  8,755 1850–94 –0.98
Carson 2009 Prison W M Adult 11,245 1820–94 –1.68
Carson 2009 Prison B M Adult 17,798 1820–94  1.59
Carson 2011 Prison W F Adult  2,244 1830–89  2.00
Carson 2011 Prison B F Adult  2,794 1830–89  0.37
Zehetmayer 2011 Military W M Adult 41,713 1847–89 –0.56
Sunder 2011 Passport N/A F Adult  5,952 1825–94  1.70
Sunder 2013 Passport N/A M Adult 19,893 1830–89  1.01

Average  0.015
Sample size weighted average    –0.118

Notes: These studies were chosen because they report estimates of heights by year of birth, they span all or 
most of the period between 1825 and 1890, and are based on reasonably large samples. The sample types of 
military, students, and prisoners are representative of samples used in the literature. The Komlos (1987) are 

considered students.
Sources: Authors’ calculations from listed studies.
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observed decline in some samples is driven by selection on observables, 
selection on unobservables, or a genuine decline in average height. There 
is, however, no known representative sample of American-born men or 
women that allows for such a comparison. Figure 1 points to an alterna-
tive approach: it compares evidence from North America, where, except 
for three brief periods in the nineteenth and twentieth centuries, armies 

countries. These four countries recruited their armies differently than the 
United States: they employed near-universal conscription, a system under 
which nearly all young men eligible for military service were called for 

In theory, all men of a certain age were eligible to serve; in practice, 
of course, some young men were able to avoid service for a variety of 

to avoid appearing for examination and measurement and the ability to 
avoid was correlated either positively or negatively with the young men’s 
height, conscript samples should provide reliable estimates of the true 
mean height-at-age of each cohort. It is important to emphasize as well, 
that being measured and serving were separate events. Not all measured 
men served, partly because only a fraction of men were called for active 
service and partly because some young men were able to avoid being 
called after being measured. The conscript samples, then, should not be 
plagued as severely by the selection-on-unobservables problem inherent 
in samples of volunteer armies, prisons, and schools. We exploit this 
feature of the data to better understand whether the substantial declines in 
height observed in nonrandom samples in the eighteenth and nineteenth 
centuries were more likely to have been the consequence of changes in 
selection or changes in average height driven, presumably, by changes in 
physical well-being.

Conscript data have additional appealing features. One advantage is 
that because men were typically examined at a given age (usually around 
ages 18 to 20), and age-at-measurement did not change much over time, 
conscript data create snapshots of same-age men across several decades. 
This feature makes inter-temporal comparisons relatively straight-
forward, unlike volunteer military or prison samples in which age-at-
measurement includes teenagers to 60-year olds. The entrance of several 
different cohorts makes sorting out selection effects especially problem-
atic because the environmental and economic factors that lead to enlist-
ment in a given year for a 20-year old and a 30-year old are not the 
same, even though they face the same contemporaneous macro (but not 
the same micro) phenomena. It is this issue that requires the inclusion of 
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and correcting for selection on unobservables. A second advantage of 
conscript data is that many young men were measured by the time they 
had or had nearly achieved their terminal adult height. Third, because the 
samples are self-weighted, the clionometrician does not have to rely on 
a census to determine the sampling weights necessary to reconstruct a 
population mean height estimate.

Figure 1 provides a handful of examples of the differences that emerge 
between volunteer and conscript samples. We expanded the range of 
examples by drawing on 101 historical height studies, either books or 
articles, that report information on 169 separate samples, which may be 
separated by race, sex, age groups (adults and youth), and so on. 

We employed the following procedure to identify studies for inclusion. 

assembled from military conscripts and included all that we could locate. 
Second, we searched for studies that relied primarily on data assembled 
from volunteers and published between 1995 and 2014 in the principal 
outlets for historical height studies, which included economic history 

published in the same sources and during the same period. Fourth, we read 

articles until we reached a target total of either 100 articles and/or 150 

consists of 50 conscript samples, 39 volunteer samples, and 80 samples 
we label “Other.” Other includes an eclectic mix of runaway and manu-
mitted slaves, indentured servants, immigrant workers, voters, passport 
applicants, government employees, enrollees in health and life insurance 
programs, unclaimed Korean corpses, and U.S. baseball players. Only a 
handful of the nonconscript samples are national in scope. Some samples 
are very small; one has only 151 observations over 34 years, though the 
median number of observations in the “Other” group is 3,900 spread over a 
median period of 40 years. The database of height studies includes samples 
from 40 countries, including 36 entries for the United States. 

the study corrected the reported heights for so-called left-tail shortfall, 
which means that the observed distribution of heights is truncated at or 
near the military’s minimum height standard, the number of observations 
and, most importantly, whether the data reveal a substantial decline in 
reported heights that persists over one or more decades. We label these 
declines as “Reversals” if the mean (raw data) or estimated height (based 
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decade. Although a 1 cm reversal appears to provide a low threshold for 
a meaningful height decline, it is one that occurs so infrequently that it 
will not fall into what Komlos (1993, p. 130) calls the trap of attaching 

heights. Moreover, Joerg Baten (2009, p. 172) and Baten and Komlos 
(1998) contend that a 1 to 1.2 cm change in a decade is biologically and 

Table 2 reports the proportion of samples that document a height 
reversal (or decline of 1 cm or more) in any decade (Column 1) or a 
decline in two or more decades (Column 2). Twenty percent of studies 
based on conscripts identify at least one reversal during an average of 

samples reveal no evidence of a substantive height reversal in any decade. 
Just 4 percent of conscript samples identify two or more reversals. More 
than one-half of volunteer samples, on the other hand, report one reversal 
during a mean sample period of four decades (median of three decades). 
One-third of volunteer samples identify two or more reversals. Similarly 
more than one-half of student samples identify one reversal; 70 percent 
of prisoner studies report a reversal; and one-third of the “Other” samples 
report reversals. 

A simple comparison of the likelihood of observing a reversal in 
conscript, volunteer, and other common types of samples included in the 
literature shows that the puzzle appears more often in samples subject to 
potential selection bias. We sharpen this conclusion with the assistance 
of a series of probit regressions in which the dependent variable equals 
one if a sample reports at least one reversal (or, alternatively, two or 
more reversals) and zero otherwise. A regression analysis allows us to 
control for effects other than sample type. Column 1 of Table 3 reports 
the across-sample means for each variable coded from our reading of the 
101 studies. The sample is made up of approximately 25 percent each of 

TABLE 2
SAMPLE TYPE AND FRACTION DEMONSTRATING A 1 CM OR MORE DECLINE

IN MEASURED AVERAGE HEIGHT (PERCENT)

One Reversal Two Reversals

Conscripts 20  4
Volunteers 56 33
Students 57 15
Prisoners 70 35
Other 34  7
Notes: See text for explanation of sample types.
Sources: Authors’ calculations from 167 samples discussed in text.
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ESTIMATED PROBABILITIES (MARGINAL EFFECTS) OF OBSERVING A 1 CM DECLINE IN ONE OR MORE DECADES

(1)
Summary Statistics

(2)
At Least One 1 cm Decline

(3)
At Least One 1 cm Decline

(4)
At Least One 1 cm Decline

(5)
Two or More 1 cm Declines

Conscript 0.255 Reference Reference Reference Reference

Volunteer 0.242 0.372
(0.092)**

0.448
(0.074)**

0.403
(0.073)**

0.453
(0.138)**

Prisoner 0.172 0.257
(0.114)*

0.367
(0.097)**

0.396
(0.081)**

0.413
(0.164)*

Student 0.089 0.207
(0.123)†

0.311
(0.105)**

0.361
(0.077)**

0.239
(0.208)

Other 0.242 0.105
(0.102)

0.228
(0.095)*

Excluded Excluded

ln(years) 3.809 0.327
(0.071)**

0.305
(0.077)**

0.264
(0.078)**

0.331
(0.091)**

ln(obs) 8.915 –0.070
(0.023)**

–0.063
(0.028)*

–0.047
(0.035)

–0.029
(0.030)

National 0.223 –0.094
(0.091)

–0.039
(0.101)

–0.142
(0.116)

0.252
(0.145)†

Correction 0.166 –0.103
(0.116)

–0.228
(0.094)*

–0.287
(0.089)**

–0.063
(0.105)

North America 0.287 –0.209
(0.087)*

–0.237
(0.088)**

–0.272
(0.081)**

Europe core 0.191 Reference Reference Reference

Europe Periphery 0.274 –0.053
(0.106)

–0.016
(0.114)

–0.148
(0.090)†

Asia 0.127 –0.176
(0.136)

–0.443
(0.069)**

–0.179
(0.079)*
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South Hemisphere 0.121 –0.323

(0.096)**
–0.321

(0.106)**
–0.139
(0.086)

before 1750 0.115 –0.118
(0.132)

0.021
(0.185)

0.030
(0.157)

1750–1799 0.108 –0.138
(0.108)

–0.243
(0.107)*

–0.227
(0.063)**

1800–1829 0.197 –0.122
(0.092)

–0.099
(0.103)

–0.033
(0.097)

1830–1889 0.363 Reference Reference Reference

After 1890 0.216 –0.277
(0.099)**

–0.402
(0.091)**

Excluded

N 157 157 157 119 100

Log likelihood –84.4 –77.9 –51.3 –38.6

Pseudo R-sq 0.22 0.28 0.38 0.30

Notes: Probit estimations; columns 2 through 5 report estimated average marginal effects, using the the margins dydx command in Stata. Robust standard errors reported in 
parentheses. ** implies p-value <0.01; * implies p-value < 0.05; † implies p-value < 0.10. The dependent variable in columns 2 and 3 equals 1 if sample reports a 1 cm or greater 
decline in average height in any decade, and equals 0 otherwise. The dependent variable in columns 4 and 5 equals 1 if the sample reports a 1 cm ore greater decline in average height 
in two or more decades. The “Other” category includes indentured servants, slaves, migrant workers, baseball players and sundry other groups of individuals. Variable ln(years) 

1889. National equals 1 if sample relies on a nationally representative sample. Correction variable equals one if author reports mean heights after correcting for left-tail shortfall 
using either reduced sample maximum likelihood estimators (RSMLE), quantile bend estimator (QBE), or Komlos-Kim correction methods.  Geographic dummies: Europe Core 
includes western Europe, Scandinavia and UK, excluding Ireland. Europe Periphery includes southern and eastern Europe countries. Asia includes India. Southern Hemisphere 

relevant period. The excluded category is the era commonly attributed to demonstrate the industrialization puzzle in North America (1830–1889).
Sources: Authors’ calculations.
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conscripts, volunteers, and others; students (8.8 percent) and prisoners 
(17.1 percent) make up the remaining observations. The studies differ in 
that some cover less than two complete decades; others span a century or 
more. They also vary widely in sample size, from less than 200 to more 
than 10 million persons. And about two-thirds of the volunteer sample 
results were reported after making a correction for left-tail truncation.

Column 2 reports estimated average marginal effects for a given type 
of data (volunteer, prisoner, etc.), as well as the number of years covered, 
sample size, whether the sample is nationally representative, and whether 
the author corrects for left-tail truncation on the probability of observing 
one 1 cm reversal. Column 3 adds broad geographic and time period 

in Column 2 show that, relative to a sample of conscripts, the probability 
of observing at least one 1 cm or more decline in average height in at least 
one decade is 37.2 percentage points greater for samples of volunteer 
soldiers, 25.7 percentage points greater for prisoners, 20.7 percentage 
points higher for students, and 10.5 percentage points for “Other” 

Estimated average marginal effects on the additional features are consis-
tent with prior expectations. We are more likely to observe a reversal in 
samples that span more decades, and less likely to observe a reversal as 
sample size increases, when the sample is nationally representative, and 
when the study controls for left-tail truncation. 

Columns 3 and 4 repeat the same exercise when the regression includes 
the broad geographic and time period controls, including and excluding 

-
cult to interpret the effect (Komlos and A’Hearn 2016, pp. 40–41). Given 
that the samples were drawn from around the world and at different times, 
there is concern that the increased likelihood of observing a reversal in a 
nonconscript sample might be driven, in part, by omitted variable bias. 
But when the geographic and period controls are included, the estimated 
likelihoods of observing a reversal actually increase. When we include a 
richer set of controls in Column 3, the likelihood of observing a reversal 
in a sample of volunteers is 45 percentage points higher that it is for 
conscript samples; it is more than 37 percentage points higher for pris-
oners than conscripts, which is one of the most common type of data used 
in studies that identify an industrialization puzzle. Column 4 excludes the 
“Other” category and the estimated likelihoods of observing a reversal 
in volunteer and prisoner samples are 40 percentage points higher than 
conscripts for each.

In Column 5 the dependent variable equals one only if a sample included 
in the meta-analysis reports two or more reversals. Whereas about 45 
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percent of studies report a single reversal, less than 25 percent of samples 
report two or more reversals. The estimated marginal effects for volun-
teers and prisoners suggest that observing multiple reversals are about 
40 to 45 percentage points higher in volunteer and prisoner samples than 
in conscript samples. An interesting result in this and in the regressions 
reported in Columns 3 and 4, is that, after controlling for other features 
of the sample, the likelihood of observing a reversal in North American 
samples is about 20 to 30 percentage points lower than observing a 
reversal in Western Europe. The regression results support our contention 
that the often-observed result of declining heights in nineteenth-century 
North America is an artifact of the samples used, not necessarily the 
consequence of a notable decline in health or nutritional status.

The meta-analysis focuses on the role of sample selection in height 
reversals. So while it includes studies not concerned with the industrial-
ization puzzle (1830–1890), it provides important insights into the litera-
ture. The United States did not have military conscription until the twen-
tieth century, except for a brief period during the American Civil War 
during which most men could avoid it through various means (A’Hearn 
1998). Americans’ reliance on local and state militias and federal volun-
teers complicates the historical cliometrician’s task because U. S. height 
data prior to the twentieth century comes almost exclusively from 

statements about American incarnations of the industrialization puzzle 
tenuous.

HISTORICAL HEIGHTS AND SELECTION ON UNOBSERVABLES

Selection on unobservables arises when individuals appear in a sample 

unmeasured individual constraints and preferences that are related 
to the outcomes of interest. The most general case for our purposes is 
soldiers joining a volunteer army, but the relevant decision can also be 
made by someone other than the person whose height is measured, for 
example, runaway or transported slaves. To make this problem concrete, 
we summarize the Roy-style model in the spirit of James Heckman and 
Guilherme Sedlacek’s (1985) two-sector occupational choice model that 
is described in detail in Bodenhorn, Guinnane, and Mroz (2014). The 
A. D. Roy (1951) model is a workhorse tool in labor economics and 
other areas, applied to situations where individuals make a binary choice. 
The model assumes that each individual decides whether to work in the 
civilian or military sector (i.e., join the army), and only the latter appear 
in the height sample.
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Each individual has a prospective civilian and military wage; at least 
one of these wages is correlated, in part, with their height. Wages could 

that the army or some civilian occupations might reward height itself. 
Promotion might come faster to taller soldiers because of their height, 
and in some military and civilian occupations tall people might be more 
productive because they are tall. A second possibility seems more consis-
tent with the basic tenets of the heights literature. Height is correlated 
with a person’s (mostly unobserved) health human capital and thus their 
productivity (Schultz 2002). The model also assumes that each person 

-
ences, as well as individual height and the return to height. The distri-
bution of height for men who join the army can then be written as the 
product of the population height distribution (in our notation, f(h)) and 
a second expression (Z(h)) that summarizes the decisions made by indi-
viduals of different heights. Z(h) is a function of all model parameters, 
most importantly, the return to height or its unobserved correlates in the 

C M). Selection on unobserv-
C M, or, selection arises when the two sectors differ-

entially reward any individual characteristics correlated with height. If 
soldiers are selected on a characteristic correlated with height, the height 
distribution of soldiers will not be the same as the height distribution of 
the population from which the soldiers are drawn. 

C M then the 
heights of volunteer soldiers will understate the population height. The 
degree of height understatement in the selected sample depends critically 

C M as well as the other parameters; as the 
parameters change over time (or space), the magnitude of the selection 

M

C because, perhaps, military rewards are macroeconomi-
cally acyclical, selection into the military will vary in ways that make it 
treacherous to infer trends in population heights from military samples. 
The simulations reported in Bodenhorn, Guinnane, and Mroz (2014) 
demonstrate that small variations in the incentives to join the army can 
generate empirically important variations in the height of the resulting 
sample, even when the heights of the underlying population are held 
constant.

The argument distinguishes sharply between a sample selected on unob-
served factors and one selected on observable characteristics. Consider, 
for instance, that a sample has proportionally more common laborers 
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on observables; that is, the sampling procedure took a random sample 
of workers, but for whatever reason over-sampled the laborers without 
consideration of any unobserved characteristics. If so, then it is simple 
to re-weight the sample to obtain correct population height estimates. 

laborers’ more preferred employment option is the military, the sample 
cannot simply be re-weighted to obtain population estimates. In this case 
the decision to enter the military would likely depend on unobserved char-
acteristics that are correlated with height. The correct weights would be 

decision to enter the military. The necessary weights would need to take 
into account the individual’s height, unless one could somehow control 
for all the unobserved productivity and taste parameters correlated with 

The heights literature sometimes posits that a sample made up of a 
disproportionate number of lower- or working-class individuals will 

classes (e.g., Carson 2008, p. 214). This would be a reasonable inference 
if the disproportionate representation of the working class was due to a 
conscious decision on the part of the researcher to oversample that group. 
But selection on unobservables correlated with height is as likely to occur 
among the oversampled (working poor) as the undersampled (wealthy) 
groups. If remuneration is even partially dependent on characteristics 
correlated with height within the nonrandomly oversampled group, the 
Roy model still implies that the laborers who join the army will be, on 
average, of different heights than the laborers who did not. Most impor-
tantly, the extent of the difference will vary with civilian-sector opportu-
nities as they change over time.  

Numerous examples in the historical heights literature suffer from 
some type of selection on unobservables. Komlos (1994), for example, 
compares trends in the heights of upper-class French students and French 
conscripts. His sample of students enrolling in the École Polytechnique 
between the 1780s and 1860s shows sharp declines in average height in 
the 1820s (Parisian students) and 1830s (provincial students). He argues 

interprets his results to show a height reversal even for the comparatively 
well-off portions of French society. By comparison, the French series 
in Figure 1 comes from David Weir (1997), who shows that the heights 
of French conscripts rose slowly, but continuously throughout the nine-

on unobservables for French university students. His sample of 18-year 

https://doi.org/10.1017/S0022050717000031 Published online by Cambridge University Press

https://doi.org/10.1017/S0022050717000031


Bodenhorn, Guinnane, and Mroz188

old students are always taller than the general population, but over time 
they become relatively shorter compared to the population of 20-year old 
French men called up for military medical examination. This is one of 
the few historical cases where data exist to compare a selected sample to 
one that is more nationally representative. The selected sample’s misrep-
resentation of the population trends closely tracks the predictions of the 
Roy model. Conclusions based on the sample of selected students lead 
to incorrect conclusions about trends in France’s economy or the overall 
well-being of French men. 

A similar feature of disparate interpretation based on sample type is 
evident in twentieth-century U.S. data. Komlos (2008) compares U.S. 
military volunteers born in 1940 and 1950 to a random sample of the 
U.S. population. The relevant enlistment period includes the period of the 
increasingly unpopular Vietnam War. The sample of military volunteers 
shows a decline and then recovery in average heights of soldiers, neither 
of which is evident in the representative random sample. Komlos (2008, 
p. 477) concludes that “these [military] data have their own limitations 
insofar as they pertain to those selected into the US military at moderate 

samples are subject to selection on unobservables.
Volunteer soldiers, militia men, National Guardsmen, prisoners, 

runaway servants, or manumitted slaves are among the most commonly 
used historical height data source, and they share a common trait, namely 
that everyone who enters these samples were measured only because of 

the difference between selection on observables and selection on unob-
servables. It is discussed, but its implications for inference not detailed, 
by Lance Brennan, John McDonald, and Ralph Shlomowitz (1994a, 
1994b, 1997), Komlos (1993, p. 122), Ricardo Salvatore (1998, p. 105), 
and Stephen Nicholas and Richard Steckel (1991, p. 949) in their studies 
of immigrants, poor London boys, Argentine soldiers, and transported 
prisoners. But the clearest early recognition of selection on unobserv-
ables appears in Joel Mokyr and Cormac Ó Gráda’s (1994, 1996) two 
articles investigating the heights of Irish recruits into the Royal Navy 

-
tive absence of economic opportunities in Ireland. A man of given height 
in Ireland had fewer non-military opportunities than a similarly situated 
Englishman of equal stature and was, therefore, more inclined to join the 

the Irish and English have identical population height distributions, but 
C M was smaller in Ireland than in England.) Remarkably, many 
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heights articles report Mokyr and Ó Gráda’s “tall but poor Irish” result 
without any discussion of the fact that the authors attribute the apparent 
anomaly to differential selection on height (see, e.g., Nicholas and 

and Inwood 2011; Riggs and Cuff 2013).

SELECTION BIAS AND THE PROBLEM OF IDENTIFICATION

Few historical data sets containing height measures were collected 
as random samples from the populations of birth cohorts, and for some 
important countries such as the United States, we have none at all. Can 
we estimate trends in historical heights from biased samples? Uncovering 
temporal trends in mean height requires the cliometrician to use multiple 
birth cohort samples, where changing economic and military conditions 
could lead to across cohort samples exhibiting non-constant degrees 
of selection biases. To address the general problem, we separate the 
height distribution in a birth-cohort from the process of selection into 
an observed sample. The height distribution is the object of interest, but 
absent correction for selection, it is a convolution of two functions; that 
is, the distribution of observed (sampled) heights depends on both the 
parameters of the birth-cohort height distribution and the parameters of 
the selection function.

Consider a simple world where individuals born at date b grow until 
just before they turn age w. Before date b+w, all have reached their height 
potential and, upon obtaining age w they make a choice that determines 
whether they enter the observed sample. Any minimum or maximum 
height restrictions are assumed to be built into the selection function. 
The distribution of observed height in the sample depends on two distinct 

at time b+w. Compare this to the distribution of height for the entire birth 
cohort b. This depends only on the factors that affect growth between time 
b and b+w–1. Denote these factors by e(b), and denote v(tb) as the factors 

sample. The mean height for birth cohort b would then be a function 
of e(b) alone, while the mean height for those selected into the sample 
would depend on both e(b) and v(tb). Denote the expected height of birth 
cohort b by Eb

T(H)=f(e(b)). Then let the expected height among those 
selected into the observable sample be Eb

0(H) = h(e(b), v(tb)) =  f(e(b)) 
+ g(e(b), v(tb)), respectively. This expression equals the true height of 
the birth cohort plus a bias term represented by g(.,.). It is possible to 
obtain a consistent estimator of the mean height in the selected sample, 
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but without further assumptions it is not possible to decompose the esti-
mate into the part of the observed mean height due to the cohort’s growth 
environment (e(b), which is what we want) and the part due to selection 
into the sample (which is bias). 

Consider, further, a comparison of individuals born in different years: 
those born in year b (as above) and those born in year c. The question 
is whether we can reliably estimate the trend in heights from selected 
samples drawn from cohort b and cohort c. The mean height of people 
born in year c and those born in year c who selected into the sample at 
date tc are Ec

T(H)=f(e(c)) and Ec
0(H) = h(e(c), v(tc)) =  f(e(c)) + g(e(c), 

v(tc)). To determine whether or the extent to which average height 
changes over time requires estimates of f(e(c))–f(e(b)), but a reliable 
calculation depends on having random samples from the two popula-
tions. Researchers tend not have these random samples. Many studies 
instead estimate temporal changes in heights from samples of individuals 
who selected in, so that the expected difference in observed heights used 
to proxy for the change in height across birth cohorts will be: Ec

0(H) – 
Eb

0(H) = [f(e(c)) – f(e(b))] + [g(e(c), v(tC)) – (g(e(b), v(tb))]. The second 
term in braces (the difference in the g(.,.) functions) represents the bias in 
the estimated change in heights from using the selected samples instead 
of random samples from the underlying population of heights.

Thus, the cliometrician observes a change in average height that is the 

of the birth cohorts so that each component of the bias term is zero. But 
if random samples were available, there would be no need to have relied 

each cohort are identical. This requires, however, the unlikely claim that 
selection does not depend on any temporal changes in macroeconomic 
or environmental conditions between dates b+w and c+w. Or, third, 
assume as in Komlos and Joo Han Kim (1990) that height-based selec-
tion involves mostly the very tall or very short and that considerations 
that lead men in two successive cohorts to enter a sample not change over 
time. The assumptions underlying the second or third options are strong 
and potentially incorrect.

AN INDIRECT TEST OF SELECTION BIAS

-
sion approach to test for the presence of selection. Consider the following 
thought experiment: Suppose we have two dates when members of a 
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birth cohort might select into a sample, such as two ages at which indi-
viduals can enlist. Call these ages tb and tb + 1. In the absence of height-
based selection, the distribution of height for those born in cohort b and 
observed at date tb should be identical to those born in the same year 
and “observed” at date tb + 1. If there is no height-related selection, then 
the average height of individuals from a given cohort should not differ 
because they joined at one date rather than another. A rejection of the 
null hypothesis of equal mean height in different observation years for 

to have reached full height, would be evidence of height-based selection. 
An ordinary least squares (OLS) regression model can easily carry out 
this test.  

Figure 2 makes this point concrete by presenting mean height by age 
at enlistment for four birth cohorts using a subset of the Union Army data 
(Fogel et al. 2000) analyzed in more detail later. An analogous graph for 
other birth cohorts in the sample looks similar. We focus on only those 
time periods when the Union Army’s minimum height restriction was 
exactly 63 inches (160.02 cm) (September 1961–December 1864), and 
we only consider individuals who reported their age at enlistment as age 
23 to age 30. Given the lower age cutoff, it is reasonable to assume that 
all individuals had reached their terminal height by the time at enlistment. 

In the absence of height-related selection, each line in Figure 2 should 
be horizontal, that is the average height of 23-year olds born in 1839 and 
measured in 1862 should be the same as a 24-year old born in 1839 and 
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FIGURE 2
HEIGHT BY AGE AT ENLISTMENT  

FOUR BIRTH COHORTS, UNION ARMY 
(Minimum Height Requirement 63”: 9/1863–11/1864)

Sources: Authors’ calculation from ICPSR series # ICPSR06837-v6.
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measured in 1863. Instead, we see declines with age (or equivalently with 
the duration of the Civil War) over the years observed. The declines range 
from about one-half inch (1.27 cm) to nearly a full inch (2.54 cm) within 
these birth cohorts are substantively large height differentials. This is 
unmistakable evidence of height-related selection. To draw valid infer-
ences about across cohort variations in true mean population height, one 
would need to specify precise conditions under which the height-related 
selection biases would cancel out. Further, the researcher would need to 
provide  detailed empirical evidence that such conditions are actually 

dynamic decision making process for deciding when to enter the military. 
Evidence of this type of height-based selection, however, still faces an 

age, and calendar date (i.e.,  age=date-birth year). What might appear to 
be selection biases due to calendar year effects estimated from the simple 
regression, could instead be attributed to age and cohort effects. Consider 

Suppose that 21-year olds from any birth cohort who join the army are 
always on average 0.5 cm taller than 20-year olds from the same cohort 
who join the army. Then the difference in the average height between 

mean height in the birth cohorts’ population mean height. The simple 
regression-based test described earlier, however, would incorrectly indi-
cate biases due to height-based selection. 

This example demonstrates that not all samples exhibiting height-
based selection will provide biased estimates of how mean height varies 
in the population across birth cohorts. The cliometrician could argue that 
there are no calendar year effects consistent with age-based selection, and 

effects. But this argument becomes less defensible in comparing cross-

That is, suppose the difference in height between age 20 and age 21 for 
birth cohort b is different than it is for birth cohort (b+c), then the cliome-
trician would need to make a compelling argument for why focusing on 
height differentials at a particular age, say age 21 rather than age 20, would 
capture the true difference in mean population height across birth cohorts. 

One solution to this knotty problem is to ignore it, by assuming that a 
random sample from each birth cohort is observed at each calendar date 
at which the cohort could enter an observed sample. This is a very strong 
assumption, and any violation of it would be exacerbated as a cohort 
ages. In military samples, for example, height is typically measured at 
age of enlistment; entering the military at age 20 typically precludes one 
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from being in the population at risk to enter the military at age 21 or later. 
Consequently, if there was height-dependent selection into the sample at 
younger ages, this would affect the at-risk population’s distribution of 
height at older ages.

RECRUITMENT-YEAR EFFECTS IN THE HISTORIAL HEIGHTS 
LITERATURE

Most heights studies use cohort dummies or similar controls. The justi-

articulated by Boris N. Mironov (1999, pp. 3–4). The forgoing discussion, 
however, suggests the inclusion of a set of recruitment-year (or observa-
tion-year) effects as well. This has been much less common in the litera-
ture. Brennan, McDonald, and Shlomowitz (1997, pp. 199–200) recog-
nize that the inclusion of recruitment-year effects will capture “varying 

... allow[s] for variation in the recruiting environment.” They document 
instances in which the inclusion of recruitment-year effects, in addition 

of birth-year effects for Indian workers emigrating to Mauritius. In his 
study of early-modern French volunteers, Komlos (2003, p. 167) reports 
the results of some preliminary regressions that include only enlistment-

large magnitude (–0.88 cm to 2.52 cm). But because he observes an 
inconsistent pattern between youth (less than 23 years) and adults (23 to 
49 years) during a given decade he is reluctant to attribute the estimated 
effects to either changes in measurement techniques or to changes in the 
supply or demand for height. “While it is imaginable,” Komlos (2003a, p. 
167) writes, “that somewhat taller men entered the army during economic 
downturns, the inconsistencies across age groups lead us not to attribute 

of selection on unobservables.
Only a handful of heights studies control for both birth-year and recruit-

ment-year effects. They include some research on Union Army soldiers 
(Margo and Steckel 1983; A’Hearn 1998; Haines 1998). In each article, 
the inclusion of recruitment-year effects reduces the magnitude and statis-

-
nizes that the recruitment-year effects are probably indicative of height-
based selection. Note, however, that the perfect collinearity of birth year, 
age, and calendar year implies that one cannot interpret recruitment year 
effects as capturing the effects of variations in the recruiting environment 
without assuming the absence of age effects. 
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TESTING FOR SELECTION IN FOUR SAMPLES

In this section we apply the selection diagnostic described earlier to 
some of the height samples that form the backbone of the industrializa-

as Komlos (1996, p. 202) notes, “subsequent research has reproduced 
these results many times over: among the free blacks of Maryland [and 
Virginia], among Georgia convicts, … among Amherst students … and 
among Pennsylvanian [Union Army] soldiers.” We use these, or closely 
related samples to investigate whether these samples exhibit selection 
and whether selection might be the source of the observed decline in 
heights in the mid-nineteenth-century United States and Britain. 

We implement the idea of including both cohort and age or observa-
tion year effects in regressions to test for the presence of height-based 

appears to affect the heights of men born in a given year. This test can 
(falsely) yield evidence of selection. For example, suppose that men who 
join the army at age 21 are always taller than those who join at age 20, 
and by the same amount across all birth cohorts. The simple version of 
the test will incorrectly conclude there is height-based selection at the 
birth cohort level under this assumption, even when there is not. But we 
can almost entirely rule this case out by using a more exacting test that 
allows all age-at-recruitment effects to vary by birth cohort. This test 
includes in the regression all possible interactions of birth-year and age-
at-recruitment dummies. We then test the null hypothesis that any height 
variations by age at recruitment are constant across birth cohorts. A rejec-
tion of this null implies height-based selection that cannot be corrected 
for in a simple fashion. 

exacting test; we interact dummies for all birth years with dummies for 
all calendar years, and test the null that the calendar-year effects do not 
vary by birth cohort. The exacting, interaction test avoids the shortcom-
ings of just including calendar-year effects in the standard birth-year 
effects regression, which, without interactions, implies that all individuals 
entering the sample in a given year are either taller or shorter than the true 

rejection of this null generally implies the height-based selection implied 
by the Roy model, as individuals from different cohorts are responding 

These tests ask whether there is a type of homogeneity in the age- 
or calendar-year patterns of recruitment across birth cohorts. While 
it is possible to imagine selection that would be homogeneous in this 
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sense, the absence of this homogeneity implies selection patterns that are 
complex and not easily averaged out over successive cohorts. Regardless 
of which of the two versions of the more exacting test one might use, 
any behavioral model of enlistment decisions that is consistent with its 
null hypothesis requires implausibly rigid behavior, namely, that devia-
tions from each true birth cohort’s mean height at each age are identical 
across all cohorts or that the deviations from each true birth cohort’s 
mean height are identical in each calendar year across all birth cohorts. 

It is important to recognize that whenever there are multiple reasons 
for the non-homogeneity of observed heights within birth cohorts, then 
simple tests like the ones we use need not necessarily reveal whether 
average heights for birth cohorts would or would not capture the true 
across-cohort changes in population height. It could be the case, for 
example, that non-homogeneous selection biases at different ages within 
birth cohorts would cancel out when one averages across age at enlist-
ment within each birth cohort. Even if that were not the case, any bias 
that remains after such averaging could potentially be constant across 
birth cohorts, implying that trends in height by birth cohorts could be 

for all ages (years) except for that associated with the excluded age (year) 
category, but non-homogeneous selection for that excluded category. In 
this instance one would fail to reject the null hypothesis and attribute 
incorrectly the non-homogeneous selection to true birth cohort effects.) 
While one cannot rule out such extreme cases, they do depend upon 
the true selection effects exhibiting exceptionally restrictive relation-
ships across ages, years, and cohorts. Such singular offsetting effects 
should be considered unlikely without a moderately realistic behavioral 
model suggesting that cancellations like these would be likely. Without 
a detailed model of how observations enter a sample, any variation in 
observed height within a cohort by age (or, equivalently, enlistment year) 
for ages after the attainment of terminal height should make one suspi-
cious of the representativeness of the sample. 

We report parallel tests of the null hypothesis of no height-related selec-
tion for two samples of British soldiers, for three subsets of the Union 
Army data, for free people of color, and for Pennsylvania prisoners. To 
restrict the estimation sample to those who have reached full height, the 
models only use observations for men who are likely to have achieved 

these tests we use OLS with heteroscedasticity-consistent standard errors 
for the free slave and prisoner samples, and reduced sample maximum 
likelihood estimators (RSMLE), with the truncation points reported in 
the tables) for the military samples. 
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Table 4 reports the results for the two British Army samples. The data 
reject the homogeneity hypothesis for every model. Table 5 reports the 
results for three subsets of the Union Army (Fogel et al. 2006). These 
subsets differ by how they measure the soldier’s age at enlistment. The 

age at enlistment. The second constructs an (integer) age at enlistment 
from the difference between the date of enlistment and the birth date. 
The third subset discards all observations for which these two integer age 
measures do not agree; the sample size with this restriction is fairly small. 

As Table 5 shows, when age at enlistment is taken as that reported 
in the data, the exacting interaction-based tests (Models 3 and 4) fail 
to reject the null of no selection. When the age at enlistment variable 
is calculated from the difference between enlistment and reported birth 
year, the exacting tests reject the null of no selection at conventional 

whose reported age is consistent with the constructed age, also fails to 

relatively small, or that a relatively large fraction of the recruits and/or 
recruiters misrepresented the recruits’ ages. 

Figure 3 reports a graphical warning based on the Union Army results. 
A model with birth-year dummies only implies that soldiers born in the 
1840s were indeed shorter than those born in the late 1830s. But this 
result is less pronounced in models that control for recruitment year as 
well. The standard error bands imply that we cannot reject the null of no 
change in height for the cohort born in  1831 relative to those born in 

and Michael Haines (1998), which also report small cohort effects once 
recruitment year is controlled for in a regression. 

literature, prison samples number second only to military samples.1 We 
ask whether there is evidence of selection in a typical sample of convicts 
incarcerated during the era of early industrialization, drawing on data 
from the Pennsylvania penitentiary system between the late 1820s and 

-
ries in the nineteenth century, were unlikely to represent random draws 
from the wider population. Prisoners might not even be representative 

1 For studies of U. S. prisons, see Komlos and Coclanis (1997); Carson (2006, 2008, 2009); 
Maloney and Carson (2008); Tatarek (2006); Sunder (2004). Nicholas and Steckel (1991) and 
Nicholas and Oxley (1993) investigate heights using prison records from Great Britain. Twrdek 
and Manzel (2010) use heights from Peruvian  prisons. 

https://doi.org/10.1017/S0022050717000031 Published online by Cambridge University Press

https://doi.org/10.1017/S0022050717000031


Sample-Selection Biases and the Industrialization Puzzle 197

of criminals. The imprisoned arrived after traversing a criminal process 
that required several decisions by different agents: individuals chose to 
(allegedly) commit a crime; the police chose whether to arrest and charge 
the suspect; the prosecutor chose whether to prosecute the case; a judge 
and jury chose to convict and to impose a sentence of more than one 
year of incarceration. Ultimately, men committed to the state prisons 

TABLE 4
BRITISH ARMY AND AMD

Diagnostic likelihood ratio tests, RSMLE using cohorts and observation years.

British Army AMD

Ages included 23–27 23–25

Observations 5,879 147,882

Model 1: Adding Age Dummies to a Model with Only Birth-Cohort Dummies

Chi Square Statistic: 4 age 
dummies

16.04 2 dummies 184.05

P-value 0.0030 <.00001
Degrees of freedom [4] [2]

Model 2: Adding Observation Year Dummies to a Model with Only Birth-Cohort Dummies

Chi Square Statistic: 92 year 
dummies

194.68 509.19

P-value <0.0001 34 dummies <.00001
Degrees of freedom [92] [34]

Model 3: Adding Age by Observation Year Dummies to a Model with Birth Cohort and Age 
Dummies

Chi Square Statistic: 228 age by 
observation dummies

379.75 66 dummies 406.90

P-value <0.0001 <.00001
Degrees of freedom [228] [66]

Model 4: Adding Birth by Observation Year Dummies to a Model with Birth-Cohort and 
Observation Year Dummies

Chi Square Statistic: 140  year by
observation dummies

201.11 34 dummies 81.75

P-value 0.0005 <.00001
Degrees of freedom [140] [34]

Notes: Following Komlos (1993) we restricted this sample to the Army only, discarding Marines. 
“AMD” refers to the annual reports of the Army Medical Department for the years 1864–1913. 
Floud, Wachter, and Gregory (1990) used these reports but did not include them in the public 
use sample. Army data: Always lower truncated at 66.99999 inches from below and above 80 
inches. AMD Minimum Height Restrictions: 1879–1882: 65”; 1883–1888:63”; 1889–1897: 64”; 
1898–1908: 63”; 1909:64”; 1910–1913: 63”. Upper truncation at 73” imposed. Similar rejections 
if one imposes a 66” minimum height restriction across all years. Heights in AMD dataset are 
only in one inch ranges, so we use a RSMLE approach that adjusts for heights in ranges.
Sources: British Army comes from the public-use sample associated with Floud, Wachter, and 
Gregory (1990) (available at the U.K. data archive, SN 2131-2134). 
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were those who were convicted of relatively serious crimes. Bodenhorn, 
Carolyn Moehling, and Gregory Price (2012), in fact, show criminals 
were short relative to their contemporaries and that shorter men entered 
prison at younger ages. The mean age at admission into the Eastern and 
Western penitentiaries was 28.5 years, and ages ranged from 11 to 89 
years. Criminologists identify the prime offending ages from the mid-
teens to the mid-twenties, which is consistent with the historical data 
as well. Because less-privileged individuals tended to not reach their 
terminal adult heights until age 20 or later and, because immigrants faced 
different childhood environments, we limit the sample to native-born 
men between 23 and 50 years.

TABLE 5
UNION ARMY

Tests for Non-Homogenous Heights RSMLE Estimates: Ages 23–30

Reported 
age at 

enlistment

Constructed 
age at 

enlistment

Reported 
and 

constructed 
ages agree

Sample Size 7,458 3,245 1,695

Model 1:Adding Age Dummies to a Model with Only Birth Cohort Dummies

Chi-Square Statistic: 7 age dummies 55.94 18.06 12.14
P-value <0.0001 0.0117 0.0959
Degrees of freedom [7] [7] [7]

Model 2: Adding Enlistment Year Dummies to a Model with Only Birth Cohort Dummies

Chi-Square Statistic: 4 year dummies 52.27 17.53 9.13
P-value <0.0001 0.0015 0.0579
Degrees of freedom [4] [4] [4]

Model 3: Adding Age by Enlistment Year Dummies to Birth and Age at Enlistment Dummies

Chi-Square Statistic: 21 unique 
dummies

26.91 39.74 27.89

P-value 0.1739 0.0080 0.1432
Degrees of freedom [21] [21] [21]

Model 4: Adding Birth by Enlistment Year Dummies to Birth Cohort and Enlistment Years

Chi-Square Statistic: 24 unique 
dummies

30.57 40.27 30.91

P-value 0.1666 0.0200 0.1565
Degrees of freedom [24] [24] [24]

Sources: Authors’ calculations from Union Army Project data (Fogel et al. 2006). RSMLE 
estimates of Likelihood Ratio Test Statistics. Minimum height restrictions: 64.5” August 1861 
and earlier; 63” September 1861–December 1864; 60” post 1864.
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include age by observation year dummies or birth cohort by observation 
year dummies they reject the homogeneity assumption for models based 
on enlistment year at p-values of 0.02 and 0.06 respectively.

is free blacks from the Chesapeake region (Komlos 1992; Bodenhorn 
1999). Virginia’s and Maryland’s “black code” required all free and 
manumitted African Americans to register with the local county clerk. 
Any noncompliant free person risked arrest and jailor’s fees, which 
might be expected to have encouraged near universal registration because 
the law was enforced, even if unevenly. But only a fraction of African 
Americans actually registered perhaps as few as one-third (Bodenhorn 
1999, p. 980). The literature on manumission gives good reason to think 
that freed slaves themselves would not represent a random draw from the 
population of African-Americans born into slavery, so we have several 
reasons to think that samples of free blacks would suffer selection on 
unobservables. A second feature of Virginia’s 1793 act imposed a $5 

a proper registration. This provision might lead to selective registration; 
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FIGURE 3
BIRTH-COHORT AND RECRUIT-YEAR CONTROLS: RSMLE ESTIMATES 

Union Army, Recruits Aged 23–30

Sources: Authors’ calculation from ICPSR series # ICPSR06837-v6.
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most free-born registrants appear in the records between the ages of 17 
and 25, when young adults typically enter the paid workforce so the unob-
servable might be paid-labor prospects in the local market, a prospect not 
unrelated to productivity and, therefore, health and height. 

The second column of Table 6 reports tests of homogeneity for free 

3 and 4 reject homogeneity in age by observation and birth-year by obser-

only age, birth-year, or observation year dummies without the interaction 
terms (Models 1 and 2). In general, the types of samples on which the 
industrialization puzzle is based all reveal some evidence of selection on 

-
trialization was associated with declining heights.  

TABLE 6
PENNSYLVANIA PRISONERS AND CHESAPEAKE FREE BLACKS

Tests for Non-Homogenous Heights: Ages 23–30

PA Prisoners and Free Black Samples

PA Prisoners Free Blacks

Sample Size 1,800 4,797

Model 1:Adding Age at Observation Dummies to a Model with Only Birth Cohort Dummies

F-Statistic: 7 age dummies 1.81 1.39
P-value 0.0812 0.2032
Degrees of freedom [7,1744] [7,4725]

Model 2: Adding Observation Year Dummies to a Model with Only Birth Cohort Dummies

F-Statistic: 44 year dummies 0.94 0.86
P-value 0.5929 0.7563
Degrees of freedom [44,1707] [57,4675]

Model 3: Adding Age by Observation Year Dummies to Birth Cohort and Age Dummies

F-Statistic: 157 age by observation dummies 1.25 1.19
P-value 0.0242 0.015
Degrees of freedom [157,1587] [308,4417]

Model 4: Adding Birth Cohort by Observation Year Dummies to Cohort and Observation Year 
Dummies

F-Statistic: 120 year by observation dummies 1.22 1.2
P-value 0.0606 0.0182
Degrees of freedom [120,1587] [258,4417]

Sources: Authors’ calculations from data used in Komlos (1992) and Bodenhorn (2009, 2016).
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CONCLUSION

For several decades now, cliometricians have discussed the industrial-

periods of rising real incomes. The industrialization puzzle has achieved 
the status of stylized fact in its depiction of the nature of economic 
growth, modernization, and urbanization in the mid- to late nineteenth-

researchers to look for similar patterns in other countries. The core issues 
this literature discusses are central to understanding the process of modern 
economic growth; the “standard of living debate” gets to the heart of how 
economic growth affects human welfare.

Unfortunately, the heights literature has relied heavily on sources that 

-
vidual’s evaluation of his best prospects in life. Those prospects depend 

-
vidual’s human capital, and thus likely correlated with height. Thus the 
heights of recruits at any one time cannot yield unbiased estimates of 
population heights. In addition, the heights of those in the choice-based 
sample will react to changing economic conditions in complex ways. The 
Roy model reported in Bodenhorn, Guinnane, and Mroz (2014) implies 
that improvements in civilian labor markets will lead to a shorter army. 
That is, the industrialization need not be a puzzle once one appreciates the 
consequences of the selection process underlying many heights sources. 
Given the evidence supporting the existence of selection on unobservables 

trends in U.S. or British heights. Height might have declined over time, 
but that decline is likely much smaller than what has been reported. An 
increase in heights is also consistent with the available evidence once we 
consider the impact of selection. 

Direct testing of the selection hypothesis requires matching military 
records, for example, to some other source, a complex process that can 
induce its own selection problems. Controlling for selection biases when 
enlistment decisions take place across many points within the lifecycle 
will be a complex task. The heights data sources, however, do contain 
internal evidence of sample-selection bias. We develop and report a 
series of tests that rely on the idea that the decision to join the military, 

basic idea of the heights literature, the forces that determine adult height 
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The tests look for selection that need not “average out” over a cohort’s 
lifetime; all show that the sources underlying the industrialization 

 
heights.

These diagnostic tests reveal a troubling pattern: in almost all 
samples, individuals within the same birth cohort who enter the mili-
tary at different ages have different mean height by age at enlistment 
(or, equivalently, by enlistment year). Since we only examine ages after 
reaching full-height, this is prima facie evidence of height-based selec-
tion into the military. There is something correlated with height that 

our more exacting tests reveal that the magnitudes of these correlations 
likely differ across birth cohorts. This lack of uniformity across birth 
cohorts in the deviations of height by age/date at enlistment makes any 
simple comparison of averaged observed heights across birth cohorts  
problematic.

Despite the claims made by this literature, the direct evidence for the 
puzzle is less robust than one would want. A meta-analysis of some 169 
samples drawn from 101 studies that document historical heights demon-

samples. In the vast majority of cases where conscription provided some-
thing close to a random sample of young men, or the population of young 
men, heights grew monotonically throughout the nineteenth century. The 
United States, which is the core example for the puzzle literature, did 
not have a meaningful draft during the nineteenth century and thus lacks 
comparable random samples. 

Is the industrialization puzzle real? Scholars who believe it is typically 

based on heights alone. Mortality rates remained stubbornly high through 
the early decades of industrialization, for example, and in some cases 
actually increased, as cities became larger and less healthy places to live. 
Real wages rarely fell, but there is reason to doubt that feeble nominal-
wage growth protected the lowest strata from the consequences of food-
price shocks. The contentious standard of living debate continues for the 
simple reason that there is evidence of both improvement and deteriora-
tion of living standards as part of the process of economic growth. If 
anthropometric evidence is to contribute to this debate, scholars must 
bear in mind how sample-selection bias affects their results and colors 
their interpretations. 
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