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Artificial Intelligence in Times of
Illiberal Backlash Politics
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In October , discontent slowly took root at the Council of the European

Union. In the months prior, the council had worked hard to develop a

European position on artificial intelligence (AI), one that would firmly reflect

the EU’s commitment to fundamental rights. As its members were preparing to

adopt conclusions on the matter, however, it became apparent that no consensus

could be reached. Opposition came from one member—Poland—that fixated on

the mention of “gender equality” in the draft conclusions. The Polish representa-

tives argued that because the term “gender” did not appear in the EU Charter of

Fundamental Rights, there was no need to mention it in the context of AI. Other

council members disagreed vehemently, yet they proved unable to dissuade

Poland from its stance. Eventually, the German council presidency concluded

that efforts to forge a consensus had failed. Left without any alternatives, it

adopted presidency conclusions, which did not require member states’ unanimous

agreement and merely expressed the presidency’s position on the matter.

For observers of the emerging AI policy landscape, the preceding episode stands

out as a curious anomaly. Until recently, finding common ground on the high-

Hendrik Schopmans, WZB Berlin Social Science Center, Berlin, Germany; Free University of Berlin, Berlin,
Germany (hendrik.schopmans@wzb.eu).

Jelena Cupać, WZB Berlin Social Science Center, Berlin, Germany (jelena.cupac@wzb.eu).

Ethics & International Affairs, , no.  (), pp. –.
© The Author(s), . Published by Cambridge University Press on behalf of the Carnegie Council for Ethics in
International Affairs. This is an Open Access article, distributed under the terms of the Creative Commons
Attribution licence (https://creativecommons.org/licenses/by/./), which permits unrestricted re-use,
distribution, and reproduction in any medium, provided the original work is properly cited.
doi:./S

329

https://doi.org/10.1017/S0892679421000356 Published online by Cambridge University Press

https://orcid.org/0000-0002-4030-7483
https://orcid.org/0000-0002-7471-7624
mailto:hendrik.schopmans@wzb.eu
mailto:jelena.cupac@wzb.eu
https://creativecommons.org/licenses/by/4.0/
https://doi.org/10.1017/S0892679421000356


level principles and values that should guide future AI governance efforts had been

largely uncontroversial. In fact, over the past five years, actors across the world

have responded to mounting concerns over the potential downsides of progress

in AI—such as the proliferation of discriminatory algorithms, the specter of auto-

mated mass surveillance, and the existential threat posed by a future super-

intelligence—by unleashing a downright wave of documents and principles on AI

ethics. In these documents, governments, corporations, researchers—and even the

Pope—have presented themselves as vocal advocates of “responsible,” “trustworthy,”

and “human-centered” AI. Crucially, many of them have embraced similar tenets,

pledging to develop and deploy AI in accordance with principles of transparency,

justice and fairness, and privacy. Given the nonbinding nature of these documents,

the prevalence of consensus may come as no surprise, as it likely masks diverging

positions on the exact meaning of these principles. At the same time, regional

and international organizations (IOs) have begun to build on this high-level conver-

gence to develop more concrete international rules and standards. Against this

background, Poland’s refusal to consent to a largely symbolic statement on AI,

prompted only by the inclusion of a specific term, stands out.

In this essay, we argue that what seems like an isolated incident in the context of

AI was, in fact, a manifestation of a broader trend in international politics: the

illiberal backlash against the liberal international order. In recent years, a diverse

constellation of actors, positioned within and outside of liberal democracies, has

increasingly challenged the values and norms that have dominated international

politics since the end of the Cold War. Although the normative targets of this

backlash have varied—ranging from human rights and gender equality to

environmental protection—the contesters have converged in one central critique:

their rejection of an international order that is imbued with principles of

political liberalism and that, above all, seeks to promote and protect individual

rights. In an effort to counter this institutionalized liberal bias in the order’s

social purpose, the governments, parties, and nongovernmental organizations

(NGOs) driving the recent “tide of illiberalism” have promoted a reactionary

agenda. Their goals coalesce around the global promotion of traditional value

systems, be it a more prominent role for state-organized religion, heterosexual

family values, or the protection of national and cultural identities against external

influences.

We propose here that this wider illiberal backlash is likely to have substantial

consequences for the future of AI governance. First of all, illiberal contesters
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have coordinated to openly attack—and overturn—some of the liberal norms

underpinning the current international order. As they contest progressive causes

across issue areas, we expect them to also challenge the validity of certain norms in

the context of AI. Here, the real danger lies in the strategies that illiberal actors

employ in the process. Rather than engaging in innocuous language games, we

show that illiberal contesters are increasingly willing to spoil urgent

international negotiations if they are unable to get their way on single issues.

We thus expect them to be prepared to veto AI legislation as a whole if certain

norms, rules, or even singular terms are not watered down or eliminated according

to their wishes.

To illustrate this argument, we focus on gender equality as a norm that has been

at the heart of the illiberal backlash. We show that just as the fight against gender-

based discrimination has gained momentum within the AI research community,

gender equality norms have come under sustained attack in international institu-

tions. Our analysis reveals that across various issue areas, illiberal regimes, regional

groupings, and antifeminist NGOs have formed coalitions of convenience to block

and drive back international efforts at strengthening women’s rights. We conclude

that backlash politics not only threatens the entrenchment of progressive norms in

AI legislation but also jeopardizes the crucial move from high-level principles to

robust international rules for AI more generally.

Our appeal to take illiberal backlash politics seriously is primarily directed at schol-

ars and practitioners concerned with AI ethics and governance. So far, discussions on

the future prospects of global AI governance have only paid limited attention to the

global political context in which it unfolds. The one exception is security-centered

accounts that predominantly examine the global politics of AI through the prism

of the “AI arms race.” This perspective holds that rival states and corporations

are prone to think of AI development as a zero-sum game. As they strive for leader-

ship in a transformative technology domain, competitors view governance and safety

considerations as an unnecessary obstacle to getting ahead in the race. Ethical com-

mitments amount to little more than “ethics washing,” a form of cheap talk that is

not backed up with meaningful action. Although the current focus on competitive

dynamics and ethics washing is justified, we argue here that a potentially more sig-

nificant threat to the protection of fundamental rights in the age of AI is looming in

the assembly halls of the United Nations and other IOs.
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Modelling Patriarchy: The Creation of Biased Artificial

Intelligence

The risk of designing AI systems that reproduce societal biases is a prominent

driver of current debates over global rules for AI. Many concerns over bias are

related to the data dependency of contemporary AI systems; in particular,

machine-learning algorithms referred to as deep neural networks. Because neural

networks infer patterns from massive amounts of already existing data—be it

numbers, words, or images—they are inherently conservative. Any bias that char-

acterizes a society—and hence the data that describe it—will be reproduced in the

respective AI system. From seat belt design to symptoms of cardiovascular dis-

eases, the data describing many aspects of society have long been shaped by the

needs, wants, and beliefs of white men. Such data are bound to put everyone

else at risk, simply because there is less data available on other groups and because

the data often reflect historical patterns of injustice.

At the same time, bad data are not the only culprit. The relative autonomy of AI

systems notwithstanding, they are ultimately products of human design. This

means that both the individual biases of developers and the structural biases per-

meating the field of AI at large drive choices regarding which data are selected,

how they are labeled, and to what end they are used. Such decisions, too, are con-

sequential for whether a diagnostic tool detects a fatal disease, whom a predictive-

policing software identifies as a criminal suspect, and whether controversial appli-

cations, such as emotion recognition systems, ever see the light of day.

Biased AI is not merely a hypothetical risk. As an increasingly vocal group of

researchers and activists have pointed out, many AI systems already reproduce

societal patterns of gender discrimination. In , a Boston-based research

group set out to create an “analogy generator” using WordVec, a tool that cap-

tures relationships between words and that had been trained on a corpus of

Google News texts. When asked to fill in missing words in analogies, the model

reproduced sexist stereotypes it had learned from the data. Most notably, its out-

put stated that “Man is to computer programmer as woman is to homemaker” and

“A father is to a doctor as a mother is to a nurse.” Two years later, technology

giant Amazon was forced to abandon an experimental hiring tool that ranked pro-

spective job candidates by autonomously screening their applications. Trained on

the resumes of former applicants, who were predominantly male, the system had

taught itself to penalize resumes that featured the word “women.”
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The pervasiveness of gender bias in AI systems is not limited to the realm of

language. In , researchers Joy Buolamwini and Timnit Gebru demonstrated

that commercial facial recognition software was substantially less accurate in iden-

tifying dark-skinned females than light-skinned males. A system developed by

IBM, for instance, produced an error rate of . percent for dark-skinned

women compared to . percent for light-skinned males. Considering the

widespread adoption of facial recognition software in security apparatuses—

from border controls to investigations of political assemblies—the potential for

fatal decisions made by biased AI systems has become very real.

In the struggle for fairness in AI systems, researchers and activists have been

largely left to their own devices. Some have made notable achievements in mobi-

lizing support, pressuring corporations, and removing bias by technological

means, for example, by developing “debiasing” techniques and constructing

more representative data sets. Nonetheless, researchers still face an uphill battle

to change the larger power structures that permit and sustain bias. Most research

pertaining to bias has come from women, who are starkly underrepresented in the

field of AI. According to the World Economic Forum, in  only  percent of

AI professionals were female. At Google, one of the biggest players in AI devel-

opment, just  percent of the research staff are women, and only . percent of

the workforce are Black. In December , the technology giant ignited a

renewed debate about diversity in AI when it fired Timnit Gebru, co-lead of

the company’s ethical AI team, over a research paper she had coauthored. In

the paper, Gebru, an outspoken advocate on issues of diversity, and her fellow

researchers had pointed out the various harms involved in the use of large

language models—including their propensity to reproduce bias embedded in

language. Overall, in a field that continues to be “extremely white, affluent, tech-

nically oriented, and male,” pledges to ensure diversity and fairness have often

amounted to little more than rhetoric.

Against this backdrop, current efforts to create global standards for AI are par-

ticularly significant. International organizations are important fora in which the

norms that should guide AI development are articulated and supplemented

with binding rules, standards, and certification procedures. IOs, therefore, have

the power to ensure that the protection of gender equality norms in AI does

not only depend on the bottom-up efforts of researchers or the goodwill of tech-

nology corporations. Regulatory bodies such as the European Commission could

move toward penalizing the use of discriminatory AI systems and shift resources
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toward increasing diversity in AI research. This, however, is where the global

political context matters. The promotion of gender equality norms for AI by inter-

national institutions presupposes international agreement on gender equality as a

value to be cherished in the first place. And on the global stage, the backlash

against it is growing.

Countering “Gender Ideology”: The Global Antifeminist

Backlash

As part of the broader illiberal attack on liberal international institutions, embold-

ened authoritarian regimes, populists, ultraconservative governments, and anti-

feminist NGOs have been particularly adamant about countering progressive

gender norms and women’s rights. Their heightened activity in halting and forc-

ing back these norms, coupled with their work on instituting so-called pro-family

and pro-life causes, has prompted many to speak of a full-scale antifeminist back-

lash. The backlash has gained particular traction in Europe, where large-scale

protests against the Council of Europe’s  Convention on Preventing and

Combating Violence against Women and Domestic Violence, also known as the

Istanbul Convention, have taken place. The convention has been attacked for its

alleged attempt to institute “gender ideology”—a tenet that, according to its

contesters, corrodes traditional family and gender roles.

The United Nations is also experiencing a surge in conservative and antifemi-

nist activism. Groups pushing against women’s rights have been a fixture in the

UN since the early s. However, only in the past decade have they grown to

a size that allows them to do more than merely tinker on the sidelines of impor-

tant meetings. In addition to an increasing number of antifeminist NGOs, many

Catholic, Islamic, and post-Soviet states; the United States under the Trump

administration; and the Vatican have actively contested women’s rights and

gender norms as part of their UN agenda. Cognizant of their shared normative

program, these diverse actors have coordinated to form coalitions of

convenience—causing several human rights organizations to sound the alarm

over an increasingly organized “unholy alliance.”

For instance, in  a number of UN member states founded the Group of the

Friends of the Family, while antifeminist NGOs also jointly operate through both

the UN Family Rights Caucus and Civil Society for the Family. The World

Congress of Families (WCF), organized by U.S.-based organizations representing

334 Hendrik Schopmans and Jelena Cupać

https://doi.org/10.1017/S0892679421000356 Published online by Cambridge University Press

https://doi.org/10.1017/S0892679421000356


the Christian Right, has taken on a particularly prominent role in bringing

together pro-family governments and societal actors from across the globe.

Since , the WCF has held annual conferences designed, among other things,

to strategize on how to best insert the language of the “natural family” and “tra-

ditional values” into UN documents. Two of these conferences were held in

Hungary and Italy, with Hungarian prime minister Viktor Orbán and then–

Italian deputy prime minister Matteo Salvini addressing the audience. On various

occasions, actors contesting women’s rights in the UN have also lobbied for and

successfully secured the support of regional groupings such as the Organisation

for Islamic Cooperation, the League of Arab States, the Africa Group at the

UN, and the G-. Varying the composition of these coalitions of convenience

across issue areas, contesters of women’s rights have successfully joined forces to

secure victories in various UN fora.

The strategy that the contesters consistently deploy is seemingly simple. They

first identify the progressive language in international documents and then

endeavor to water it down or delete it entirely. Besides the word “gender,” they

target terms such as “sexual and reproductive health and rights,” “comprehensive

sexual education,” and “women and girls in all their diversity,” among others. One

widely publicized episode from the United Nations Security Council (UNSC)

illustrates this approach well. In early , the UNSC prepared to adopt a

ninth resolution in its Women, Peace and Security agenda. The resolution was

relatively uncontroversial: it sought to bolster domestic and international efforts

to combat sexual violence in conflicts. Still, it attracted considerable controversy.

Contention centered on the phrase “sexual and reproductive health.” The U.S. rep-

resentatives interpreted the phrase as a euphemism for abortion and, threatening

to veto the resolution, demanded that it be deleted from the document. The threat

worked. The remaining UNSC members concluded that it was better to adopt a

watered-down version of the resolution than not to adopt one at all.

As this example shows, the language strategies used by contesters of women’s

rights and progressive gender norms are underpinned by a particular kind of pol-

itics, at the root of which is the high moral status they give to their pro-life and

pro-traditional family beliefs. In very basic terms, they define “the life of the

unborn child” and “the natural family” as their most significant values—values

that allow for little compromise. If a document appears to threaten these values,

even just by using the term “gender,” the contesters show readiness to defend

them, to the detriment of any other concern the document might be tackling.
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As the UNSC example shows, even a relatively uncontroversial humanitarian ini-

tiative can be undermined if it indicates a possible international legal recognition

of abortion. This does not mean that conservatives and antifeminists regard other

global concerns as entirely unimportant. Rather, it means that they have ordered

their moral preferences in such a way that they find it justified to spoil any

international initiative they consider a threat to their values.

And indeed, we observe that contesters of women’s rights employ this spoiling

approach across many different issue areas in which they identify a progressive

challenge, from same-sex relationships and affirmative action to disability rights.

Most recently, the strategy was observable in international deliberations on the

COVID- pandemic. For most countries, the pandemic’s health and economic

costs have been overwhelming, making robust multilateral responses ever more

necessary. Yet, women’s rights contesters have continued to browse UN draft

documents, searching for threats to their values. By objecting to the phrase

“sexual and reproductive health,” antifeminist NGOs attacked the UN’s

COVID- funding plan, while several states issued amendments to the General

Assembly’s  draft resolutions on providing health care to women and girls

during the pandemic.

In summary, over the past decade, contesters of women’s rights have not only

steadily increased their presence in international organizations; they have also

increasingly coordinated their activities. The most visible result of this coordina-

tion is the consistent deployment of a common contestation strategy—one that is

characterized by the willingness to throw a wrench in any international initiative

that, even marginally, seems to further progressive ideas on gender and women’s

rights.

The Backlash Extends: Contesting Gender Equality in AI

Governance

Considering how relentlessly the contesters have extended their fight into new

issue areas, there is little reason to believe that AI governance should be an excep-

tion. In fact, the increased awareness of gender bias in AI systems has caught the

attention of global regulators at the same time as numerous conservative and anti-

feminist actors have firmly positioned themselves within key institutions of global

governance.
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Taking these concurrent developments into account, the incident that opened

this essay appears in a new light—no longer as an isolated episode, but as the

first instance of inevitable friction. First of all, Poland’s government matches the

profile of a conservative and increasingly illiberal regime. As testified by the gov-

ernment’s crackdown on LGBTQI and women’s rights domestically, it has

embraced a reactionary agenda and taken an increasingly combative stance on

progressive causes. Yet even more telling is the pattern of behavior it exhibited

at the Council of the European Union. Its actions are a prime example of the

spoiling strategy we describe above: In this case, the contester, Poland, preferred

to undercut the agreement on a joint agenda over allowing it to be adopted

with a progressive understanding of gender—despite the fact that the issue of gen-

der equality constituted only one part of a much broader agenda. Only a couple of

months later, the country—this time joined by another illiberal contester,

Hungary—opposed another EU initiative on similar grounds, obstructing a plan

to “promote gender equality and women’s empowerment” in EU foreign policy.

As international bodies move from ethical commitments to legal frameworks

for AI, we can expect such backlash against gender equality norms to intensify.

The implications are serious: By threatening to veto not only funding plans and

normative declarations but entire legislative proposals, contesters may bully

their way to watering down, or outright eliminating, progressive gender norms

in AI governance. At the same time, insistence on the inclusion of these norms

may lead to the breakdown of negotiations altogether. As the past behaviors of

those driving the antifeminist backlash have shown, their threats are rarely empty.

An extension of the challenge to the domain of AI becomes even more likely

when we consider the sheer number of IOs that have picked up on the issue of

gender discrimination in AI. A draft recommendation by UNESCO, meant to ini-

tiate the first global standard-setting instrument on AI ethics, strongly emphasized

the issue of gender equality. Similarly, the European Commission’s white paper on

AI, a precursor to its planned legal framework, proposes to address the issue of

gender-based discrimination through the use of more representative data sets.

Overall, we expect that the more prominently gender equality features in interna-

tional legal frameworks for AI, the more resistance it will draw. As in other issue

areas, illiberal governments will likely be joined by conservative and antifeminist

groups once they realize AI is a decisive new front in the global struggle against

liberal norms and values.
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Conclusion

This essay has brought together two political developments that have so far been

treated in isolation: the emerging efforts to create international legal frameworks

for AI and the contestation of the liberal international order. We have argued that

the global antifeminist backlash presents a serious obstacle to embedding gender

equality norms in global AI governance. Importantly, we observe that this back-

lash also threatens AI regulation efforts more generally. An increasingly coordi-

nated group of actors have imbued their pro-life and pro-traditional family

beliefs with a moral status of the highest order, thus precluding compromise

with more progressive agendas. If an instance of AI regulation contains even a

trace of “gender ideology,” these actors will not hesitate to veto it—regardless of

the urgency for transforming ethical principles for AI into more implementable

norms, rules, and standards.

At this point, we recognize that our argument may read as a warning of what is

yet to come; still, we do not believe it to be purely speculative. We draw our con-

clusions from well-observed antifeminist trends in other issue areas. In the face of

the harm that biased AI systems can inflict upon vulnerable groups, we believe

that identifying the potential obstacles to the regulation of discriminatory AI sys-

tems at an early stage is not only desirable, but vital. In light of this, we argue that

Poland’s recent behavior at the Council of the European Union likely marks

merely the start of the collision between the growing antifeminist backlash and

the global push for AI legislation.

It is worth widening our view here to other areas of AI ethics that may also fall

victim to illiberal backlash politics. Like gender equality, other human rights

norms that prohibit discrimination—for example, along racial lines—may also

come under attack. In liberal democracies, backlash politics is underpinned by

the revival of national and ethnic identities, such as the resurgence of white

supremacy in the United States and parts of Western Europe. Protecting minor-

ities from discrimination by automated decision-making systems may, therefore,

be placed low on the list of political priorities, and, even more troublingly, govern-

ments may intentionally employ these technologies against minorities. A blueprint

for doing so already exists. China, for instance, is increasingly drawing on

AI-based surveillance tools in its violent suppression of the Uighur minority.

In December , Chinese technology giant Alibaba was exposed for developing

facial recognition technology that could specifically identify Uighurs. In the
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absence of any international legal or regulatory pressures, technology corporations

may increasingly become complicit in these efforts.

To conclude, while the emerging, high-level consensus on “ethical” and

“human-centered” AI may seem promising, it hides fundamentally different con-

ceptions of whose ethics should apply to which humans. To be clear, we believe

that an inclusive, critical debate about the current dominance of liberal concep-

tions of ethics in AI is certainly necessary. Yet, the uncompromising behavior dis-

played by illiberal contesters thus far has engendered intractable polarization

rather than encouraged careful deliberation. Most importantly, it has increased

the risk of harmful outcomes. It might lead to AI legislation that turns a blind

eye to biased AI systems or, as we have shown, prevents much needed rules for

AI from being adopted altogether. In view of this, scholars and practitioners con-

cerned with AI ethics need to take seriously illiberal forces and their attempts to

shape the still contested meaning of ethical AI. In the first instance, they need to

pay closer attention to international institutions as key spaces where AI norms

preserving fundamental rights are contested—and where they must be proactively

defended. Most importantly, scholars and practitioners should be sensitized to

spoiling strategies in order to recognize them and call them out as self-interested

attempts to hold negotiations hostage. Understanding the potential intentions

behind the actions and words of illiberal actors constitutes the first step toward

this end—and toward ensuring that AI will truly serve humanity as a whole.
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Abstract: In recent years, concerns over the risks posed by artificial intelligence (AI) have mounted.
In response, international organizations (IOs) have begun to translate the emerging consensus on
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the need for ethical AI into concrete international rules and standards. While the path toward effec-
tive AI governance faces many challenges, this essay shifts attention to an obstacle that has received
little attention so far: the growing illiberal backlash in IOs. Prompted by Poland’s recent rejection of
a European position on AI due to the document’s mention of “gender equality,” we argue that
Poland followed a strategy that illiberal actors now regularly employ in IOs. To combat gender
norms and women’s rights across issue areas, illiberal contesters first identify the progressive lan-
guage in international documents and then threaten to veto those documents—unless such lan-
guage is watered down or removed. This spoiling strategy, we argue, may not only lead to the
compromising of fundamental human rights norms but may also prevent much needed rules for
AI from being adopted altogether. Against this background, we urge scholars and practitioners con-
cerned with AI ethics to pay closer attention to illiberal backlash politics. IOs are emerging as
spaces where progressive AI rules and standards are increasingly contested—and where they
need to be defended to safeguard fundamental rights in an age of rapid technological change.

Keywords: artificial intelligence, ethics, backlash, gender equality, liberal international order, gender
bias
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