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ONE-DIMENSIONAL DISTRIBUTIONS OF
SUBORDINATORS WITH UPPER TRUNCATED
LÉVY MEASURE, AND APPLICATIONS

SHAI COVO,∗ Bar Ilan University

Abstract

Given a pure-jump subordinator (i.e. nondecreasing Lévy process with no drift) with
continuous Lévy measure ν, we derive a formula for the distribution function Fs(x; t)
at time t of the associated subordinator whose Lévy measure is the restriction of ν to
(0, s]. It will be expressed in terms of ν and the marginal distribution function F(·; t)
of the original process. A generalization concerning an arbitrary truncation of ν will
follow. Under certain conditions, an analogous formula will be obtained for the nth
derivative, ∂nFs(x; t)/∂xn. The requirement that ν is continuous is shown to have no
intrinsic meaning. A number of interesting results involving the size ordered jumps of
subordinators will be derived. An appropriate approximation for the small jumps of a
gamma process will be considered, leading to a revisiting of the generalized Dickman
distribution.
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1. Introduction

In this section we provide some basic notation and elementary facts to be used in this paper.
For a complete account on the theory of Lévy processes, we refer the reader to the comprehensive
monograph of Sato [17].

Let X = {X(t) : t ≥ 0} be a pure-jump subordinator with continuous Lévy measure ν. The
trivial case X ≡ 0 will be implicitly excluded in the sequel. Furthermore, let Xs = {Xs(t) :
t ≥ 0} be the pure-jump subordinator whose Lévy measure is the restriction of ν to (0, s],
where s is an arbitrary positive constant (the case Xs ≡ 0 is not excluded), and let F(x; t)
and Fs(x; t) denote the distribution functions (DFs) at time t > 0 of X and Xs , respectively.
Throughout this paper, the two processes may or may not be independent, depending on the
context.

We recall [17] that a Lévy process with infinite Lévy measure has a continuous distribution
for any t > 0 and that a compound Poisson process (CPP) has a continuous distribution on
R \ {0}, for t > 0, if and only if its Lévy measure is continuous.

It is a key property of Lévy processes in general that their jumps form a Poisson random
measure on (0,∞)× (R\ {0})with intensity dt×π(dx), π being the (arbitrary) Lévy measure
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368 S. COVO

(see, e.g. [17, Chapter 4]). Thus, in particular, the number of jumps before time t which take
values in some Borel set B is Poisson distributed with mean tπ(B), where, by convention,
Poisson(0) = 0 and Poisson(∞) = ∞. In the subordinator case, π is concentrated on (0,∞)

and
∫
(x ∧ 1)π(dx) < ∞; by the well-known Lévy–Khintchine formula for subordinators, the

Laplace transform at time t of the corresponding pure-jump subordinator, say Y , is given by

E[e−ωY(t)] = exp

[
t

∫
(0,∞)

(e−ωx − 1)π(dx)

]
, ω ≥ 0. (1.1)

The size ordered jumps of subordinators will play an important role in this paper.
LetVi(t) denote the ith largest jump ofX before time t . If ν is infinite thenX has a countably

infinite number of jumps in finite intervals and, hence, Vi(t) > 0 for all i. If ν is finite then X
is a CPP and, hence, Vi(t) = 0 for all i > m, where m is the number of jumps before time t
(possibly 0). In any case, by virtue of ν being continuous, Vi(t) will (almost surely) be strictly
greater than Vi+1(t), provided that the first is not 0.

From now on, it will be convenient to denote by � the tail of ν:

�(u) = ν((u,∞)), u ≥ 0.

The distribution of Vn(t), n ≥ 1, is given by (cf. [3, Equation (20)])

PVn(t)(du) = tn�(u)n−1

(n− 1)! e−t�(u)ν(du), u > 0, (1.2)

with the following positive mass at 0 for the CPP case:

P(Vn(t) = 0) =
n−1∑
i=0

Pi(t�(0)), (1.3)

where

Pk(λ) = λk

k! e−λ, k = 0, 1, 2, . . . ,

are the Poisson probabilities. Intuitively, (1.2) comes from Pn−1(t�(u))P1(tν(du)).
Whether ν is finite or infinite, standard properties of Poisson random measures, combined

with the continuity of ν, imply that, conditioned on Vn(t) = u, u > 0, the random variable
(RV)

∑∞
i=n+1 Vi(t) is distributed according to the law at time t of a pure-jump subordinator

whose Lévy measure is ν restricted to (0, u].
The rest of the paper is organized as follows. In Section 2 we formulate and prove (in two

different ways) the fundamental result of this paper, Theorem 2.1, which expresses Fs(x; t)
in terms of F(·; t) and ν. A generalization concerning an arbitrary truncation of ν is given in
Theorem 2.2. Next, in Corollary 2.1, we give the analog of Theorem 2.1 for the density function
∂Fs(x; t)/∂x, provided that F(·; t) is absolutely continuous (on R). We further develop this
analog in Proposition 2.1, stating a continuous variant for the derivatives ∂jFs(x; t)/∂xj under
suitable regularity conditions on F(·; t) and ν. A sketch of the proof is given in Appendix A.
A generalization of Theorem 2.1 and Corollary 2.1 to the case where the Lévy measure is not
assumed to be continuous, noticed by the author after the paper was ready for acceptance, is
provided in Appendix B. In Section 3 we derive a series of distributional results involving
the ordered jumps of subordinators, a basic one being a formula for the tail DF of the ratio
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Subordinators with upper truncated Lévy measure 369

Vn(t)/(
∑∞
i=n Vi(t)+ bt), b ≥ 0 (Proposition 3.1), which, together with its Corollary 3.1,

significantly extends a previous result by Perman [14]. In Section 4 we consider an appropriate
approximation for the small jumps of a gamma process X, based on weak convergence of the
scaled subordinator Xε/ε as ε → 0 to a subordinator whose one-dimensional marginals are
generalized Dickman distributions (see Section 4.1 for the definition and Proposition 4.1 for
the proof). Using Theorem 2.1, we derive the DF of Xε(t)/ε (see (4.6)). We then obtain the
DF of the generalized Dickman law, denoted by GD(θ), as well as its first �θ� derivatives
(Proposition 4.2), and compare with several existing results in the literature.

2. Main results

2.1. The distribution function

With the above notation, define, for k = 1, 2, . . . and x > ks (or x ∈ R in general),

As;k(x; t) =
∫
Cs;k(x)

F

(
x −

k∑
i=1

ui; t
)
ν(du1) · · · ν(duk), (2.1)

where
Cs;k(x) = {u ∈ R

k : s < u1 < · · · < uk, u1 + · · · + uk ≤ x}. (2.2)

The multiple integral can be calculated as an iterated integral, with the integration variables
ranging as follows:

s < u1 <
x

k
, u1 < u2 <

x − u1

k − 1
, . . . , uk−1 < uk < x −

k−1∑
i=1

ui. (2.3)

It will prove useful later on to define
∫
Cs;k(x)· = · if k = 0 (say for x > 0). Thus,

e.g. As;0(x; t) = F(x; t).
Theorem 2.1. The distribution function of Xs(t) is given by

Fs(x; t) = et�(s)
(
F(x; t)+

�x/s�−1∑
k=1

(−t)kAs;k(x; t)
)
, x ∈ R. (2.4)

It is sometimes preferable, as, e.g. in the proofs of Theorem 2.1, below, to put the exponential
factor on the left-hand side.

Proof of Theorem 2.1. Clearly, we may assume that x ≥ 0. The proof is then by induction
on �x/s�. The cases �x/s� = 0, 1 (i.e. 0 ≤ x ≤ s) follow easily. Indeed, conditionally on the
event A thatX has no jump of size larger than s before time t (whose probability is P0(t�(s))),
the RV X(t) is distributed as Xs(t), and, thus, P(Xs(t) ≤ x) = P(X(t) ≤ x | A) = P(X(t) ≤
x)/e−t�(s).

Now suppose that the statement holds for �x/s� = 0, 1, . . . , m, m ∈ N, and set �x/s� =
m + 1. Note that in particular x > s. By the law of total probability, conditioning on V1(t)

(the largest jump of X before t), and using (1.2), (1.3), and the argument that followed (all of
them for n = 1), we obtain

P(X(t) ≤ x) = exp[−t�(0)] +
∫ x

0
P(Xu1(t) ≤ x − u1) exp[−t�(u1)]tν(du1), (2.5)
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where Xu1 is a pure-jump subordinator whose Lévy measure is ν restricted to (0, u1], and,
interpreting e−∞ as 0 in the infinite measure case, �(0) = ∞. Similarly, conditioning on the
largest jump of Xs before t , and letting �s denote the truncated tail of ν defined by �s(u) =
ν((u, s]), we obtain

P(Xs(t) ≤ x) = exp[−t�s(0)] +
∫ s

0
P(Xu1(t) ≤ x − u1) exp[−t�s(u1)]tν(du1). (2.6)

From (2.5) and (2.6), it follows straightforwardly that

Fs(x; t)e−t�(s) = F(x; t)− t

∫ x

s

Fu1(x − u1; t) exp[−t�(u1)]ν(du1),

with Fu1(·; t) being the DF of Xu1(t). Now consider the partition of [s, x) into the intervals

Ik =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

[
x

k + 1
,
x

k

)
, k = 1, . . . , m− 1,

[
s,
x

m

)
, k = m.

It is easy to check that u1 ∈ Ik implies that �(x − u1)/u1� = k, so we apply the induction
hypothesis to Fu1(x−u1; t) exp[−t�(u1)] for each interval Ik separately, where u1 and x−u1
play the role of s (which is arbitrary) and x, respectively. Each Ik then accounts for k integrand
terms. Recalling (2.3), the proof is completed by collecting the identical terms and joining the
corresponding intervals.

Remark 2.1. We observe that the integral defining As;k(x; t) is invariant with respect to the
ordering of the uis in (2.2). Thus, As;k(x; t) can be equivalently written as

As;k(x; t) = 1

k!
∫
Ds;k(x)

F

(
x −

k∑
i=1

ui; t
)
ν(du1) · · · ν(duk), (2.7)

where
Ds;k(x) = {u ∈ R

k : u1 > s, . . . , uk > s, u1 + · · · + uk ≤ x}.
The multiple integral can be calculated as an iterated integral, with the integration variables
ranging as follows:

s < u1 < x− (k− 1)s, s < u2 < x− (k− 2)s−u1, . . . , s < uk < x−
k−1∑
i=1

ui.

From this follows the recursive convolution relation (cf. (2.9), below)

As;k+1(x; t) = 1

k + 1

∫ x−ks

s

As;k(x − u; t)ν(du), x > (k + 1)s, (2.8)

which is, recalling the convention As;0(x; t) = F(x; t), valid for k = 0 as well. We note that
upper bounds for As;k(x; t) may be derived based on (2.7), a naive one being

As;k(x; t) ≤ 1

k!F(x − ks; t)[ν((s, x − (k − 1)s))]k, x > ks.
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Subordinators with upper truncated Lévy measure 371

In retrospect, it would have been more appropriate to defineAs;k(x; t) as in (2.7), but without
the leading factor of 1/k!. We are now going to see why.

The referee pointed out the following fundamental observation. It follows readily from (2.7)
that the As;k(x; t) integrals are obtained by convolution of the DF F(·; t) with convolution
powers of the finite Lévy measure

λs(dy) = 1(s,∞)(y)ν(dy).

Namely, we have, for k = 0, 1, 2, . . . and x > 0,

As;k(x; t) = 1

k! (F ∗ λ∗k
s )(x; t). (2.9)

(When k = 0, λ∗k
s is understood to be the Dirac measure at 0.)

More generally, we note for later use that it holds that

∫
(ks,x]

f (x − u)λ∗k
s (du) =

∫
Ds;k(x)

f

(
x −

k∑
i=1

ui

)
π(du1) · · ·π(duk), k ≥ 1, (2.10)

for any nonnegative measurable function f and subordinator measure π (λs = π|(s,∞)).
We stress that the convolution version, though not so elegant in explicit form, is more

convenient for analysis. For concrete examples, see the proof of Corollary 2.1, below, and the
first paragraph of Appendix A. A computational advantage is that the λ∗k

s (dy) are serviceable
for calculating the integrals of (2.10) for different functions f (consider the A(j)

s;k(x; t) defined
in (2.16), below). A nice application of (2.9) to a CPP with exponential jumps is provided in
Example 2.1, below.

As indicated in the introduction, Theorem 2.1 and Corollary 2.1 are generalized in
Appendix B to the case where the Lévy measure is not assumed to be continuous. The author
would not have discovered this extension without the referee’s observation (2.9).

The referee also pointed out the following illuminating remark.

Remark 2.2. There is an (easy) dual formula to (2.4):

F(x; t) = e−t�(s)
(
Fs(x; t)+

�x/s�−1∑
k=1

tkBs;k(x; t)
)
, x ∈ R,

with

Bs;k(x; t) = 1

k! (Fs ∗ λ∗k
s )(x; t)

or, alternatively,

Bs;k(x; t) = 1

k!
∫
Ds;k(x)

Fs

(
x −

k∑
i=1

ui; t
)
ν(du1) · · · ν(duk).

This corresponds to the decomposition X(t) = Xs(t) + Xs(t), where Xs is a CPP with Lévy
measure λs , independent of Xs .

Remark 2.3. In fact, a simple generalization of the relation

Fs(x; t)e−t�(s) = F(x; t), x ≤ s (2.11)

(given in (3.10), below), will provide the basis for a whole subsection (Section 3.2).
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We will now give an alternative proof of Theorem 2.1 that offers an intuitive explanation
of (2.4), which is not apparent from the inductive approach. Moreover, and much more
importantly, it implies a generalization of this theorem, as given in Theorem 2.2, below. (See
also Remark 2.4 within this context.)

An alternative proof of Theorem 2.1. We begin our alternative proof by writing

P(X(t) ≤ x) = P(X(t) ≤ x,A)+ P(X(t) ≤ x,Ac),

where, as before, A is the event that X has no jump of size larger than s before t . The
case 0 ≤ x ≤ s is straightforward, so we assume that x > s. Since P(X(t) ≤ x,A) =
e−t�(s) P(Xs(t) ≤ x), it suffices to show that

P(X(t) ≤ x,B) =
�x/s�−1∑
k=1

(−1)k+1tkAs;k(x; t), (2.12)

where B is the event that X has at least one jump of size in (s, x] before t .
Let us now partition (s, x] into the N subintervals (N is a large integer)(

u, u+ x − s

N

]
, u ∈ T ; T =

{
s + j

x − s

N
: j = 0, 1, . . . , N − 1

}
,

and let Cu denote the event that X has a jump of size in (u, u + (x − s)/N ] before t . Then
B = ⋃

u∈T Cu, and, hence,

P(X(t) ≤ x,B) = P

(⋃
u∈T

[X(t) ≤ x,Cu]
)
.

We next apply the inclusion–exclusion principle to the right-hand side probability, noting that
the total number of jumps before t with values in (s, x] is at most �x/s�− 1 and their sum does
not exceed x. This leads to

P(X(t) ≤ x,B) =
�x/s�−1∑
k=1

(−1)k+1
∑

u1,...,uk∈T
u1<···<uk
u1+···+uk<x

P(X(t) ≤ x,Cu1 , . . . ,Cuk ). (2.13)

Letting N → ∞ and using standard properties of Poisson random measures, the inner sum in
(2.13) is replaced by the integral

∫
Cs;k(x)

P

(
X(t) ≤ x −

k∑
i=1

ui

)
tkν(du1) · · · ν(duk).

Thus, we arrive at (2.12), and so we are done.

From this proof we can easily deduce a generalization of Theorem 2.1 concerning an arbitrary
truncation of ν. Suppose that B is a Borel set with infimum s > 0, and consider the pure-jump
subordinator X\B whose law is that of the process obtained from X by removing all jumps of
size in B from X (that is, its Lévy measure is the restriction of ν to (0,∞) \ B). Furthermore,
let F\B(·; t) denote the DF at time t > 0 of this process. Then, considering the event A′ that
X has no jump of size in B before t in the proof above (instead of A), the following result can
be established.
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Theorem 2.2. The distribution function of X\B(t) is given by

F\B(x; t)

= etν(B)
(
F(x; t)+

�x/s�−1∑
k=1

(−t)k

×
∫
Cs;k(x)∩Bk

F

(
x −

k∑
i=1

ui; t
)
ν(du1) · · · ν(duk)

)
, x ∈ R.

(2.14)

However, all of the applications presented in this paper (Sections 3 and 4) correspond to the
special case B = (s,∞).

Remark 2.4. Here we would like to draw attention to the following result, which is immediate
from the analog of (2.12) for the case of arbitrary truncation:

P(X(t) ≤ x | B̃)

= 1

1 − e−tν(B)

×
�x/s�−1∑
k=1

(−1)k+1tk
∫
Cs;k(x)∩Bk

F

(
x −

k∑
i=1

ui; t
)
ν(du1) · · · ν(duk), x ∈ R,

where B̃ is the event thatX has at least one jump of size inB before t , assuming that ν(B) > 0.
This result, which is not pertinent to our present topic, deserves a good deal of consideration.

We conclude this subsection with the following elegant result.

Example 2.1. LetX be a CPP with arrival rate λ > 0 and exponential(θ) jumps. That is,X is a
pure-jump subordinator with Lévy measure given by ν(dx) = λθe−θx dx, x > 0. Furthermore,
let γ (a, b) denote the lower incomplete gamma function, i.e. γ (a, b) = ∫ b

0 z
a−1e−zdz. From

the well-known identity

γ (j, x)

(j − 1)! =
(

1 − e−x
j−1∑
i=0

xi

i!
)
, j = 1, 2, . . . (2.15)

(expressing the DF of the Erlang distribution with shape parameter j and rate/scale parameter 1),
it follows, upon conditioning on the number of jumps, that the DF of X(t) can be written as

F(x; t) = 1 − e−θx
∞∑
j=0

e−λt (λt)j

j !
j−1∑
i=0

(θx)i

i! , x > 0

(F(0; t) = e−λt ). In our case, the measure λ∗k
s , k ≥ 1, in (2.9) admits a particularly simple

expression:

λ∗k
s (dy) = (λθ)k

(k − 1)! (y − ks)k−1e−θy dy, y > ks,
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which follows immediately by induction. By calculating the (cumbersome but elementary)
integral

∫ x
ks
F (x − u; t)λ∗k

s (du), i.e. k!As;k(x; t), we have found that

As;k(x; t) = λk

k!
(

e−θks − e−θx
∞∑
j=0

e−λt (λt)j

j !
k+j−1∑
i=0

(θ(x − ks))i

i!
)
, x > ks.

(Note that it holds for k = 0 as well.)

2.2. The derivatives

In this subsection we shall give the analog of Theorem 2.1 for the derivatives ∂jFs(x;t)/∂xj
in the infinite measure case. We first introduce the following notation.

Henceforth, we let F (j)(·; t) and F (j)s (·; t) respectively stand as abbreviations for the func-
tions ∂jF (·; t)/∂xj and ∂jFs(·; t)/∂xj (possibly in an almost everywhere sense if j = 1). The
analog of As;k(x; t) in (2.1) is denoted by A(j)

s;k(x; t) and defined by

A
(j)

s;k(x; t) =
∫
Cs;k(x)

F (j)
(
x −

k∑
i=1

ui; t
)
ν(du1) · · · ν(duk). (2.16)

In what follows, the right-hand side of (2.16) will be a well-defined Lebesgue integral—and,
hence, Remark 2.1 and in turn (2.10) can be applied—except in one case where a different
interpretation is required (see the sentence after (2.20), below).

Before we give the following corollary of Theorem 2.1, we note the simple fact that X(t) is
absolutely continuous if and only ifXs(t) is (ν is then, of course, infinite). For a proof, consider
the decomposition of X(t) given at the end of Remark 2.2. We also observe that (2.18), below,
implies the almost everywhere finiteness of A(1)

s;k(x; t).
Corollary 2.1. Suppose that F(·; t), and, hence, Fs(·; t), is absolutely continuous (on R).
Then the density function F (1)s (·; t) is given by

F (1)s (x; t) = et�(s)
(
F (1)(x; t)+

�x/s�−1∑
k=1

(−t)kA(1)
s;k(x; t)

)
, x > 0. (2.17)

Proof. The corollary follows if we show that

Fs(x; t) = et�(s)
∫ x

0

(
F (1)(z; t)+

�z/s�−1∑
k=1

(−t)kA(1)
s;k(z; t)

)
dz.

From (2.4), it is enough to prove that

As;k(x; t) =
∫ x

ks

A
(1)
s;k(z; t) dz, x > ks. (2.18)

By virtue of (2.9) and its extension (2.10), the last equation reads
∫ x

ks

∫ x

u

F (1)(z− u; t) dzλ∗k
s (du) =

∫ x

ks

∫ z

ks

F (1)(z− u; t)λ∗k
s (du) dz,

where on the left-hand side we have used F = ∫
F (1) and F(0; t) = 0, and follows from

Tonelli’s theorem. (Less elegantly, (2.18) can be proved by induction based on (2.8).)
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Remark 2.5. It is well known (cf., e.g. [17, Theorem 27.7]) that any Lévy process with infinite
absolutely continuous Lévy measure possesses a density at each time t > 0. Thus, Corollary 2.1
can be applied to a wide class of subordinators.

Remark 2.6. By simply considering (2.14) with domain of integration Cs;k(x) and measure
ν|B(du) = 1B(u)ν(du), we can now immediately deduce the analog of Corollary 2.1 for
the density function of X\B(t), denoted by F (1)\B (·; t). Specifically, under the assumption of
Corollary 2.1, we have

F
(1)
\B (x; t)

= etν(B)
(
F (1)(x; t)+

�x/s�−1∑
k=1

(−t)k
∫
Cs;k(x)∩Bk

F (1)
(
x −

k∑
i=1

ui; t
)

× ν(du1) · · · ν(duk)
)
, x > 0.

(2.19)

In Proposition 2.1, below, we give a continuous variant of (2.17) for the derivativesF (j)s (x; t),
under suitable regularity conditions on F(·; t) and ν. An elementary proof is sketched in
Appendix A. We first recall the following standard notation and notion.

Let Cn(I) for n ∈ N ∪ {∞} and C0(I ) denote the sets of real-valued functions that are n
times continuously differentiable and, respectively, continuous on I .

A function f is piecewise smooth on an interval [a, b] if there exist a = x1 < · · · < xm = b

such that, for all i = 1, . . . , m−1, both f and f ′ are continuous on (xi, xi+1)with finite limits
at the endpoints.

Proposition 2.1. Suppose that F(·; t) ∈ Cn−1(R) and F (n)(·; t) ∈ C0((0,∞)) for some
n ≥ 1. Furthermore, suppose that one of the following conditions is satisfied.

(i) F (n)(·; t) is bounded near 0+.

(ii) F (n)(·; t) is unbounded and absolutely integrable (with respect to the Lebesgue measure)
near 0+; ν is absolutely continuous with density ρ, which is bounded on [s, b] for all
b > s.

(iii) F (n)(·; t) is not absolutely integrable near 0+ (hence unbounded there); ν is absolutely
continuous with density ρ, which is piecewise smooth on [s, b] for all b > s.

Then, Fs(·; t) ∈ Cn−1(R), F (n)s (·; t) ∈ C0((0,∞)), and, for every j = 1, . . . , n,

F
(j)
s (x; t) = et�(s)

(
F (j)(x; t)+

�x/s�−1∑
k=1

(−t)kA(j)
s;k(x; t)

)
, x > 0. (2.20)

The integrals corresponding to case (iii) with j = n are interpreted as iterated (generally
improper) Riemann integrals according to (2.3), setting ν(dui) = ρ(ui) dui .

For simplicity of terminology, we did not consider weaker assumptions on ν. The ones given
above are quite satisfactory, and improvements can be made based on the sketched proof of this
proposition. We also note that a function F (n)(·; t) as in Proposition 2.1(iii) is necessarily the
difference of two nonnegative nonintegrable functions.
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Here it is worth mentioning the important class of pure-jump self-decomposable subordina-
tors (see, e.g. [17]), which are characterized by an absolutely continuous Lévy measure of the
form ν(dx) = k(x)/x dx, x > 0, where k(x) ≥ 0 is monotone decreasing on (0,∞) (a priori
satisfying the integrability condition

∫ ∞
0 (x ∧ 1)(k(x)/x) dx < ∞). If k(0+) = ∞ then

F(·; t) ∈ C∞(R) [17, Theorem 28.4(ii)], the standard example being the stable subordinator
(see Example 3.2, below). If k(0+) = c, 0 < c < ∞, then F(·; t) ∈ Cn−1(R) and
F (n)(·; t) ∈ C0((0,∞)), where n = �ct� (cf. [17, Remark 28.7]). The last fact is apparent
for the gamma process, as defined in Section 4.1, below; a nonelementary example is provided
by the subordinator with generalized Dickman (one-dimensional) marginals defined at the
beginning of that subsection.

Remark 2.7. Reasoning as in Remark 2.6, we can easily deduce the analog of Proposition 2.1
for the derivatives F (j)\B (·; t), j = 1, . . . , n. The result is analogous to (2.19). To be more
precise, if F (n)(·; t) is as in Proposition 2.1(iii) then we assume that the function 1B(u)ρ(u)
is piecewise smooth on [s, b] for all b > s and that the integrals associated with F (n)\B (x; t)
are iterated (possibly improper) Riemann integrals according to (2.3), incorporating the factor∏k
i=1 1B(ui).

3. Applications involving the ordered jumps

In this section we shall use (2.4) and a simple generalization of its particular case (2.11)
to derive various formulae which complete/generalize certain existing results on the ordered
jumps of subordinators that can be found in [5], [14], or [15].

3.1. General formulae

As in Section 1, let Vi(t) for i = 1, 2, . . . be the ordered jumps in (0, t] of a pure-jump
subordinator X (CPP or not) with continuous Lévy measure ν and marginal DF F(·; t), and
define Xb = {X(t) + bt : t ≥ 0}, the associated subordinator with drift b ≥ 0. Furthermore,
define the ratio Rbn(t) for all n ∈ N as

Rbn(t) = Vn(t)

Xb(t)− ∑n−1
i=1 Vi(t)

= Vn(t)∑∞
i=n Vi(t)+ bt

, (3.1)

interpreting 0/0 as 0 in the case where Vn(t) = 0 and b = 0. Now, if we let M ∈ (0,∞]
denote the supremum of the support of ν, we easily see that M/(M + bt) is the supremum of
the support of the RV Rbn(t). Here and later, we define M/(kM + bt) = 1/k if M = ∞.

Using the notation above and the notation introduced in the preceding sections, we can
state and prove the following proposition which follows easily from Theorem 2.1 and provides,
together with the corollary that follows it, a substantial extension of Equation (8) of [14] (restated
below as (3.4)).

Proposition 3.1. For every u ∈ (0,M/(M + bt)), the tail distribution function of Rbn(t) at u
is given by

P(Rbn(t) > u)

= tn

(n− 1)!
∫ M

0

(
F

(
1 − u

u
s − bt; t

)

+
�1/u−bt/s�−2∑

k=1

(−t)kAs;k
(

1 − u

u
s − bt; t

))
�(s)n−1ν(ds). (3.2)
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Its distribution has mass
∑n−1
i=0 Pi(t�(0)) at 0 if X is a CPP and mass Pn(t�(0)) at 1 if, in

addition, b = 0. In any other case the mass is 0.

Proof. Fix u ∈ (0,M/(M + bt)). Recall from Section 1 that
∑∞
i=n+1 Vi(t) conditioned

on Vn(t) = s, s > 0, is distributed like Xs(t). Thus, using the law of total probability and
recalling the notation in (1.2), we can write

P(Rbn(t) > u) = 0 · P(Vn(t) = 0)+
∫ M

0+
P

(
Xs(t) <

1 − u

u
s − bt

)
PVn(t)(ds).

Equation (3.2) now follows straightforwardly by substitution of (1.2) and (2.4) (noting that
�ξ − 1� = �ξ� − 1). The last part of the proposition is very easy to check.

We note that if M = ∞ but �(s) decreases to 0 rapidly as s → ∞, ν may be truncated
considerably from above, depending on the accuracy we wish to achieve, thus making (3.2)
more practical for numerical computations. If ν is absolutely continuous then (3.3), below,
may be a good alternative to (3.2).

We also note the following observation:

P

(
Vn(t) > y

( ∞∑
i=n+1

Vi(t)+ bt

))
= P

(
Rbn(t) >

y

y + 1

)
, y > 0.

In view of the next subsection we note that a relation like this also holds if the infinite series
are truncated at some integer m > n.

Corollary 3.1. Suppose that ν is absolutely continuous with density ρ. Then, for every b ≥ 0
and y ∈ (bt/M,∞),

P

(
Rbn(t) >

1

1 + y

)
= tn

(n− 1)!
�y�−1∑
k=0

(−t)k
∫
C1;k(y)

∫ M

0
F

((
y −

k∑
i=1

ui

)
s − bt; t

)

×
( k∏
i=1

ρ(uis)

)
sk�(s)n−1ρ(s) ds du1 · · · duk. (3.3)

Proof. We first set u = 1/(1 + y) in Proposition 3.1. Recalling that
∫
C1;0(y) · = ·, we then

have to handle the expression

�y−bt/s�−1∑
k=1

(−t)k
∫
Cs;k(ys−bt)

F

(
ys − bt −

k∑
i=1

ui; t
)
ν(du1) · · · ν(duk).

Since F(ys − bt − ∑k
i=1 ui; t) is 0 when

∑k
i=1 ui > ys − bt , it follows that we can set the

term bt to 0 in both �y − bt/s� − 1 and Cs;k(ys − bt) above. We then make an iterative
change of variable ui/s �→ ui , i = 1, . . . , k, corresponding to (2.3). The proof is completed
by applying Tonelli’s theorem.

Perman [14], whose work has considerably influenced the present paper, derived in a different
way a similar result to our Corollary 3.1 in the case n = 1 and b = 0. Specifically, it is given,
for every u ∈ (0, 1), by the following formula:

P(R0
1(1) > u, X(1) ∈ ds) =

∞∑
k=1

(−1)k+1

k!
∫
Buk

sk
( k∏
i=1

h(yis)

)
fX(1)(sŷk)

k∏
i=1

dyi ds, (3.4)
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where, incorporating Perman’s notation: Buk = {(u1, . . . , uk) : u < ui < 1,
∑
i ui < 1} (thus

the sum is finite); the Lévy measure is assumed infinite and absolutely continuous with densityh;
fX(·) is the density of the RVX(·) (recall Remark 2.5 for its existence); and ŷk = 1 − ∑k

i=1 yi .
The tail DF of R0

1(1) is computed by integration over s.
Whether to use (3.3) or (3.4) to obtain the tail DF of R0

1(·) depends on the specific problem.
The primary advantage of (3.3) is, of course, its generality. Equation (3.2) adds the ability to
handle the case where ν is only assumed to be continuous. In the next subsection we shall
examine a special case in which our kind of representation is particularly fruitful.

Perman [14, Theorem 2] also found a formula for the (n + 1)-dimensional joint density
pn(s, y1, . . . , yn) of the random vector (X(1), V1(1)/X(1), . . . , Vn(1)/X(1)), again restricted
to a drift-free subordinator with infinite Lévy measure which is absolutely continuous with den-
sityh. The formula uses the integral equationp1(s, y) = sh(sy)

∫ (y/(1−y))∧1
0 p1(s(1 − y), v)dv.

This integral equation was later used in [15, Proposition 45] to obtain the formula p1(s, y) =∑∞
k=1 (−1)k+1fk(s, y), where the fks are functions defined recursively in some manner and

all but at most the first k terms of the sum are 0 if y > 1/(k + 1). Furthermore, on
integrating the last equation with respect to y from u to 1 we obtain a series expansion for
P(X(1) ∈ ds, V1(1)/X(1) > u), which, according to [15, Remark 46], can be shown to be
identical to that obtained by Perman in (3.4).

Example 3.1. Let γ (a, b) denote the lower incomplete gamma function (as defined in
Example 2.1). Thanks to a particular case of Equations (6) and (8) in [10], involving the
hypergeometric function 2F1, we have

∫ ∞

0
e−ωss−1γ (q, s) ds = �(q)

∞∑
j=0

1

q + j

1

(1 + ω)q+j
, ω > 0, q > 0. (3.5)

Alternatively, we can obtain (3.5) in a more elementary way through differentiating both sides
with respect to ω. Now let X be a �c,λ process as defined in Section 4.1, below. It follows
from (3.3) and (3.5), after elementary substitutions, that, for every y ∈ (0,∞),

P

(
R0

1(t) >
1

1 + y

)

= ct

�y�−1∑
k=0

(−ct)k
∫
C1;k(y)

∞∑
j=0

1

ct + j

(
y − ∑k

i=1 ui

y + 1

)ct+j du1 · · · duk
u1 · · · uk . (3.6)

(The scaling property of gamma processes, �c,λ
law= λ−1�c,1, accounts for the independence

on λ.) We note that the infinite series in (3.6) can be replaced by integrals according to the
identity

∑∞
j=0 ξ

ct+j (ct + j)−1 = ∫ ξ
0 (1 − z)−1zct−1 dz, ξ ∈ (0, 1), which follows straight-

forwardly from term-by-term integration. Actually, a slightly different version of (3.6) was
obtained by Perman, in a simpler manner, via (3.4). The use of infinite series in (3.6) may
give a little advantage to our equation. We also note that using the Laplace transform (3.5), the
following formula is easily verified:

E[E1(Y )] =
∞∑
j=0

(
λ

λ+ 1

)t+j 1

t + j
=

∫ λ/(λ+1)

0

zt−1

1 − z
dz,

where E1(x) = ∫ ∞
x
y−1e−y dy is the exponential integral function and Y is a gamma(t, λ) RV

(that is, Y
law= X(t), X being a �1,λ process).
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The distribution ofR0
1(t) in the case whereX is a gamma process is well studied in probability

theory. We recall from [9] that the Poisson–Dirichlet distribution with parameter θ , abbreviated
as PD(θ), is the distribution of the infinite vector (V1(θ)/X(θ), V2(θ)/X(θ), . . .), where X is
a �1,1 process. It follows that if X is a �c,λ process then R0

1(t) is distributed as the largest
component of the PD(ct) distribution (recall the above example for the independence on λ).
The Poisson–Dirichlet distribution will be briefly encountered in the next section.

The next example provides a generalization of a result given by Perman for the tail DF of
V1(1)/X(1) in the case where X is a stable subordinator.

Example 3.2. Let X be a strictly α-stable subordinator, 0 < α < 1. Then (see, e.g. [15])
�(x) = cx−α, x > 0, for some constant c > 0. The corresponding Lévy density is ρ(x) =
cαx−α−11(0,∞)(x). Since the distribution of R0

n(t) in this case is independent of time t (see
Example 3.4, below), we shall assume for the moment that t = 1. The following formula for
certain negative moments of X(1) will play a key role in the derivation of our result:

E[X(1)−mα] = m!
cm

1

[�(1 − α)]m�(mα + 1)
, m ∈ N. (3.7)

This formula is obtained by substitution of mα into Equation (160) of [15] or Equation (19)
of [14] for the negative moments ofX(1), where the constant cα appearing in the latter equation
should be regarded as cα. The negative moments in (3.7) for m = n + k, k = 0, 1, 2, . . .,
appear when applying (3.3), using integration by parts with respect to s, to the computation of
the tail DF of R0

n(1). Recalling the independence on t , we then find that, for every y ∈ (0,∞),

P

(
R0
n(t) >

1

1 + y

)
=

�y�−1∑
k=0

(−α)k (n+ k − 1)!
(n− 1)!

1

[�(1 − α)]n+k�((n+ k)α + 1)

×
∫
C1;k(y)

(y − ∑k
i=1 ui)

(n+k)α

(u1 · · · uk)α+1 du1 · · · duk. (3.8)

Here we note that, by applying (3.4) and using [14, Equation (19)], Perman derived a slightly
different version of (3.8) for the case in which n = 1. (Actually, the powers of �(1 − α)

appearing in his result should be increased by 1.) It should also be noted (cf. [15, Propositions 10
and 11] or [5, Proposition 2]) that the ratio �n(t) := ∑∞

i=n+1 Vi(t)/Vn(t), whose DF satisfies
P(�n(t) ≤ y) = P(R0

n(t) > 1/(1 + y)), y ∈ (0,∞), is distributed as the sum of n
independent copies of �1(t), which in turn admits the Laplace transform E[exp[−ω�1(t)]] =
ψα(ω)

−1, ω ≥ 0, where ψα(ω) = 1 + α
∫ 1

0 (1 − e−ωx)x−α−1 dx. A partial result for the DF
of

∑m
i=n+1 Vi(t)/Vn(t) for all m > n will be given in Example 3.4, below.

Remark 3.1. From (3.8) we can easily obtain the density function, say qn, of R0
n(t). Indeed,

noting that the function ϕ(y) = y(n+k)α1[0,∞)(y) belongs to C0(R) with ϕ(0) = 0, we deduce
from the sketched proof of Proposition 2.1 that we can differentiate the right-hand side of (3.8)
under the integral sign and, thus, show that, for every y ∈ (0,∞),

qn

(
1

1 + y

)
1

(1 + y)2
=

�y�−1∑
k=0

(−1)kαk+1 (n+ k)!
(n− 1)!

1

[�(1 − α)]n+k�((n+ k)α + 1)

×
∫
C1;k(y)

(y − ∑k
i=1 ui)

(n+k)α−1

(u1 · · · uk)α+1 du1 · · · duk. (3.9)
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Note that the density function of�n(t), and, hence, the inverse Laplace transform of ψα(ω)−n,
is given by the right-hand side of (3.9).

3.2. A special tractable case

Restricting u in Proposition 3.1 to the domain in which the sum appearing on the right-hand
side of (3.2) vanishes, we obtain a particularly convenient and useful case of this proposition,
which can even be easily generalized in some manner. Before we begin our investigation, we
need the following notation and observation. For n ∈ N ∪ {∞}, we define the value of the
operator Kn;t acting on an arbitrary subordinator Z to be the sum of the n largest jumps of Z
in the time interval (0, t]. Thus, in particular, K∞;t (Z) = Z(t). Following the first step in the
proof of Theorem 2.1 with Kn;t operating on X and Xs , we see that

P(Kn;t (Xs) ≤ x)e−t�(s) = P(Kn;t (X) ≤ x) for all x ≤ s. (3.10)

Now, in a similar manner to Proposition 3.1, and using the same notation and conventions,
the following result can be established.

Proposition 3.2. For any n < m ≤ ∞, b ≥ 0, and u ∈ [M/(2M + bt),M/(M + bt)),

P

(
Vn(t)∑m

i=n Vi(t)+ bt
> u

)

= tn

(n− 1)!
∫ M

0
P

(m−n∑
i=1

Vi(t) ≤ 1 − u

u
s − bt

)
�(s)n−1ν(ds). (3.11)

Proof. First note that, conditioned on Vn(t) = s, s > 0, the RV
∑m
i=n+1 Vi(t) is distributed

asKm−n;t (Xs). Then follow the proof of Proposition 3.1, noting that u ≥ M/(2M+bt) implies
that (1 − u)u−1s − bt ≤ s for all s ∈ (0,M], and apply (3.10).

Let us now mention two particularly interesting cases of Proposition 3.2. Setting m = ∞,
b = 0, and u = 1

2 in (3.11), we obtain

P(Vn(t) > Vn+1(t)+ Vn+2(t)+ · · · ) = tn

(n− 1)!
∫ M

0
F(s; t)�(s)n−1ν(ds) (3.12)

(more generally, note the formula for P(Vn(t) >
∑m
i=n+1 Vi(t)), m ≤ ∞), and settingm = ∞,

n = 1, and u = 1
2 , we obtain

P

(
V1(t) >

Xb(t)

2

)
= t

∫ M

0
P(Xb(t) ≤ s)ν(ds), b ≥ 0 (3.13)

(note that (3.11) remains valid also if u = 1
2 ≥ M/(M + bt)). Moreover, if X is a CPP with

rate λ and i.i.d. jumps Yi, i = 1, 2, . . . , then the right-hand side of (3.13) is none other than
λt P(Xb(t) ≤ Y ) or, equivalently, λt E[Fb(Y ; t)], where Y is independent ofX and distributed
as Y1 and Fb(·; t) denotes the DF of Xb(t).

We continue with the following elegant result analogous to Proposition 3.2.

Corollary 3.2. For any n < m ≤ ∞, b ≥ 0, and u ∈ [M/(2M + bt),M/(M + bt)),

P

(
Vn(t)∑m

i=n Vi(t)+ bt
> u

)
= tn

n! E

[(
�

{
u

1 − u

(m−n∑
i=1

Vi(t)+ bt

)})n]
. (3.14)
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Proof. DefineZ = (u/(1 − u))(
∑m−n
i=1 Vi(t)+ bt), and letPZ denote its distribution. Then,

E[�(Z)n] =
∫

{0}
�(s)nPZ(ds)+ lim

ε→0+

∫ M

ε

�(s)nPZ(ds)

= 1(0,∞)(�(0))1{0}(b)�(0)ne−t�(0) + lim
ε→0+

∫ M

ε

�(s)n dP(Z ≤ s).

By integration by parts for Stieltjes integrals we have

lim
ε→0+

∫ M

ε

�(s)n dP(Z ≤ s) = lim
ε→0+

(
�(s)n P(Z ≤ s)

∣∣∣M
ε

−
∫ M

ε

P(Z ≤ s) d�(s)n
)
.

We now note that if �(0) = ∞ then limε→0+ �(ε)n P(Z ≤ ε) = 0. Indeed, assuming the
nontrivial case b = 0, Z ≤ ε implies that V1(t) ≤ ε, and in turn P(V1(t) ≤ ε) = e−t�(ε). It
follows that

E[�(Z)n] = n lim
ε→0+

∫ M

ε

P(Z ≤ s)�(s)n−1ν(ds).

Multiplying both sides of this equation by tn/n! and applying Proposition 3.2, we arrive at (3.14).

The analog of (3.12) is given by the interesting formula

P(Vn(t) > Vn+1(t)+ Vn+2(t)+ · · · ) = tn

n! E[�(X(t))n]

(as before, note also the general case of P(Vn(t) >
∑m
i=n+1 Vi(t)), m ≤ ∞), while the analog

of (3.13) is

P

(
V1(t) >

Xb(t)

2

)
= t E[�(Xb(t))], b ≥ 0.

This time we note that, for X̃ independent ofX and having the same law, t E[�(Xb(t))] is none
other than the expected number of jumps in (0, t] of the process X̃ whose size exceeds Xb(t).

Examples 3.3 and 3.4, below, provide simple applications of Corollary 3.2.

Example 3.3. Let Xb be a CPP with exponential jumps as in Example 2.1 and drift b ≥ 0. It
follows from (1.1) that E[exp[−ωXb(t)]] = exp[−λt (ω/(ω + θ))− btω], ω ≥ 0. From this,
together with �(x) = λe−θx and (3.14), it follows straightforwardly that

P(Rbn(t) > u) = (λt)n

n! exp

[
−λt nu

(n− 1)u+ 1
− btθ

nu

1 − u

]
, u ∈ [ 1

2 , 1
]
.

We note that since the exponential(θ) law is the same as that of a standard exponential RV
divided by θ , R0

n(t) is independent of θ .

Example 3.4. Let Xb be an α-stable subordinator, 0 < α < 1, with drift b ≥ 0. Since
�(x) = cx−α , we have, by (3.14), for any n < m ≤ ∞ and u ∈ [ 1

2 , 1),

P

(
Vn(t)∑m

i=n Vi(t)+ bt
> u

)
= (ct)n

n! E

[(m−n∑
i=1

Vi(t)+ bt

)−nα](
1 − u

u

)nα
. (3.15)

We recall from [17, Chapter 3] that the process X (i.e. the jump part of Xb) in this case is
self-similar, and specifically, {X(at) : t ≥ 0} law= {a1/αX(t) : t ≥ 0} for any a > 0. It follows

https://doi.org/10.1239/aap/1246886616 Published online by Cambridge University Press

https://doi.org/10.1239/aap/1246886616


382 S. COVO

that, in particular, the ratio Vn(t)/
∑m
i=n Vi(t) is independent of time t , and, hence, of c as well.

In turn, this together with (3.15) implies that the DF of
∑m
i=n+1 Vi(t)/Vn(t), say Hα,n,m, is

given on [0, 1] by

Hα,n,m(y) = 1

n! E

[(m−n∑
i=1

Vi(1)

)−nα]
ynα = P

(
Vn(1) >

m∑
i=n+1

Vi(1)

)
ynα.

The coefficients of ynα can be easily simulated based on the iterative procedure in [5] mentioned
in the next section.

Clearly, the support ofHα,n,m is [0,m−n] (R+ ifm = ∞). Lettingm = n+1, we thus see
thatVn+1(t)/Vn(t) has a beta(nα, 1) distribution, which we already know from [5] or [15]. Both
references also indicate that the ratios Vn+1(t)/Vn(t) are mutually independent. We refer to [5]
for the generalization to the vector (Vnk+1(t)/Vnk (t); k = 1, . . . , K), n1 < · · · < nK < nK+1.

4. Gamma’s small jumps and the generalized Dickman distribution revisited

4.1. Some preliminaries and a limit theorem

Henceforth, letXc� (for c > 0 fixed) denote the pure-jump subordinator whose Lévy density
is cx−11(0,1](x). The Laplace transform of Xc�(t) is thus given by

E[exp[−ωXc�(t)]] = exp

[
ct

∫ 1

0

e−ωx−1

x
dx

]
, ω ≥ 0. (4.1)

Clearly, Xc�(t)
law= X1

�(ct). Following [13], we say that a RV Z has a generalized Dickman
distribution with shape parameter θ > 0 (Z ∼ GD(θ) for short) if it satisfies the fixed-point
equation

Z
law= U1/θ (1 + Z), (4.2)

where U is a uniform(0, 1) RV, independent of the Z on the right. The unique solution in law
of (4.2) is commonly given by

Z = U
1/θ
1 + (U1U2)

1/θ + (U1U2U3)
1/θ + · · · ,

where U1, U2, . . . is a sequence of independent uniform(0, 1) RVs. The Laplace transform
E[e−ωZ] is identical to the right-hand side of (4.1) provided that ct = θ (see, e.g. [13,
Proposition 3]). Thus, in particular, X1

�(θ) ∼ GD(θ).
The generalized Dickman distribution has been extensively studied in the literature. It occurs,

among others, in number-theoretical [8], [20] and combinatorial [1] contexts. Many of the basic
properties of the GD(·) distribution can be found, e.g. in [1], [7], [8], [13], [18], [19, pp. 90–95],
and [20]. Of special importance is the case in which θ = 1. The probability density function
of Z is then identical to e−γ ρ, where γ is Euler’s constant and ρ is the celebrated Dickman
function (for the definition and proof, see [13, Section 3]). For general θ > 0, the density of
Z also appears in connection with the Poisson–Dirichlet distribution with parameter θ . In fact,
the joint density of the first r components of the PD(θ) distribution, that is, the joint density of
the vector (V1(θ)/X(θ), . . . , Vr(θ)/X(θ)), where X is a �1,1 process, is nicely expressible in
terms of Z’s density (see, e.g. [7], and cf. [9]). See also Remark 4.2, below, with regard to the
DF of the largest component.

The GD(θ ) distribution function will be studied in detail in the next subsection. In what
follows we are going to reveal an important feature of the process Xc� with regard to a certain
class of subordinators, the gamma process being the most prominent representative.
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Suppose that we wish to approximate, e.g. for simulation purposes, some pure-jump sub-
ordinator X with infinite (not necessarily continuous) Lévy measure π . The easiest way may
be to simply ignore the small jumps not exceeding some tiny threshold ε > 0 or replace
them by their expected value µ(ε)t , where µ(ε) := E[Xε(1)] = ∫

(0,ε] xπ(dx). The remaining
jumps are then those of a CPP, denoted by Xε, with Lévy measure π|{x>ε}, and, thus, consid-
ered straightforward to handle. It is well known [2] that in case π is continuous, a normal
approximation of the small jumps can be applied if and only if limε→0(σ (ε)/ε) = ∞, where
σ 2(ε) := var[Xε(1)] = ∫

(0,ε] x
2π(dx). We then have X(t) ∼= µ(ε)t + σ(ε)W(t) + Xε(t),

where W is a standard Brownian motion independent of Xε. (See [2] for a thorough account
of the normal approximation of small jumps of arbitrary Lévy processes.)

For the rest of this subsection, let X be a �c,λ process, meaning that X is a pure-jump
subordinator with Lévy density ρ(x) = cx−1e−λx1(0,∞)(x). Accordingly, the probability
density function of X(t), say f (·; t), is given by

f (x; t) = λctxct−1e−λx

�(ct)
1(0,∞)(x).

To put it another way, X(t) ∼ gamma(ct, λ). The parameter c controls the rate of jump
arrivals (just as in Xc�) and λ inversely controls the jump size. As is well known, the normal
approximation of small jumps does not hold in the gamma case (indeed, σ(ε) ∼ ε

√
c/2

as ε → 0). Ignoring the small jumps or replacing them by their expected value (which
is asymptotically ctε) may be adequate here. However, we have the following simple yet
illuminating result.

Proposition 4.1. Suppose that X̃ is a pure-jump subordinator with Lévy density ρ satisfying

ρ(x) ∼ c

x
as x → 0+. (4.3)

Then X̃ε/ε converges weakly to Xc� as ε → 0.

The weak convergence stated above is understood to mean the weak convergence of X̃εn/εn
to Xc� for any sequence εn ↘ 0, which in turn is understood in the space D[0,∞) of càdlàg
functions equipped with the Skorohod J1 topology (for details, we refer the reader to [11] and
reference 198 therein). The practical implication is that such a process X̃ can be approximated
as

X̃ ∼= εXc� + X̃ε, (4.4)

with the process Xc� being independent of the CPP X̃ε with Lévy density ρ1{x>ε}. Since
ρ(x) = cx−1e−λx1(0,∞)(x) satisfies (4.3), approximation (4.4) is in particular valid with respect
to the �c,λ process.

Proof of Proposition 4.1. Let {εn} be an arbitrary sequence of positive numbers converging
to 0. By the assumption on the Lévy density, εnxρ(εnx) → c as n → ∞ uniformly for x
in (0, 1). Thus, by changing variable and taking the limit, we find that

exp

[∫ εn

0

(
exp

[
− ω

εn
x

]
− 1

)
ρ(x) dx

]
→ exp

[∫ 1

0
(e−ωx − 1)

c

x
dx

]
, ω ≥ 0.

Noting that the left-hand side is actually the Laplace transform of X̃εn(1)/εn, while the right-
hand side is that of Xc�(1), we conclude by the well-known continuity theorem for Laplace
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transforms that X̃εn(1)/εn converges in distribution to Xc�(1), which in turn implies that
X̃εn/εn converges weakly to Xc� (since weak convergence of Lévy processes reduces to weak
convergence of the marginal distributions at t = 1; see, e.g. [11, Corollary VII.3.6]).

Remark 4.1. A thorough characterization of the class of pure-jump subordinators X̃ such that
X̃ε/ε converges weakly toXc� as ε → 0 is provided by the author in [4]. It turns out [4] that the
Dickman limit plays a central role in the context of approximating small jumps of subordinators.

The approximation (4.4) is quite simple and efficient in general. Indeed, Xc� admits the
following series representation in the time interval [0, T ]:

Xc�(t) =
∞∑
j=1

(U1 · · ·Uj)1/(cT )1{Ûj≤t}, (4.5)

where {Uj } and {Ûj } are independent sequences of i.i.d. uniform(0, 1) and i.i.d. uniform(0, T )
RVs, respectively. This fact can be easily verified using the simple iterative procedure for
constructing the entire sequence of jumps in decreasing order, described very simply in [5].
Moreover, since ε is assumed to be small and since the above series converges rapidly (depend-
ing, of course, on cT ), it is clear that we may truncate the series at some moderate number of
terms. As for the CPP X̃ε, it has rate

∫ ∞
ε
ρ(x) dx, which is asymptotically c log(1/ε) as ε → 0

(this is a particular case of a proposition in [4]), and is, hence, relatively small in general. This
is very advantageous from a computational point of view.

The high quality of the approximations X̃ ∼= εXc� + X̃ε and X̃ε ∼= εXc� has been analyzed
by the author in [4] for some special class of self-decomposable subordinators and the �c,λ
process in particular (see, e.g. the next subsection with respect to the second approximation).
We also note that an analogous approximation to (4.4) with respect to the well-known variance
gamma process is now straightforward, as this process can be expressed as the difference of
two independent gamma processes (see, e.g. [12]).

It should, however, be remarked that there are simple and efficient alternatives to (4.4)
with respect to the particularly tractable gamma case. The most natural one is to use a
random walk approximation as follows: X(t) ∼= ∑�t/h�

i=1 Yi, t ∈ [0, T ), where the Yis are
i.i.d. gamma(ch, λ) RVs and h = T/N , where N is a large integer. (A drawback is that we
cannot precisely identify the location and magnitude of the significant jumps.) Rosiński [16]
presented four series representations of a gamma process. A very useful one is given by
X(t) = ∑∞

j=1 λ
−1 exp[−�j/(cT )]Vj1{Uj≤t}, t ∈ [0, T ], where {�j } are the arrival times in

a Poisson process with rate 1, {Vj } are i.i.d. standard exponential RVs, and {Uj } are i.i.d.
uniform(0, T ) RVs, with the three sequences being independent of each other.

To close this subsection, we remark that an approximation of small jumps of a gamma (or
variance gamma) process, similar to the one presented above, has already been identified in
the literature; see [6] or reference 7 therein. However, as described by the author in [4], the
advantages of our approach are evident.

4.2. Distributional results

We now give an explicit formula for the DF of the RV Xε(t)/ε where X is a �1,λ process,
leading to a revisiting of the generalized Dickman distribution. The choice c = 1 does not
restrict generality as X̃ε(t)

law= Xε(ct), X̃ being a �c,λ process. Throughout this subsection, γ
stands for Euler’s constant.
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A straightforward application of Theorem 2.1, combined with the classical identity
∫ ∞

ξ

e−y

y
dy = −γ − ln ξ +

∫ ξ

0

1 − e−y

y
dy, ξ > 0,

yields

P

(
Xε(t)

ε
≤ x

)
= exp

[
t

∫ λε

0

1 − e−y

y
dy

]
e−γ t

�(t + 1)

×
�x�−1∑
k=0

(−t)k
∫
C1;k(x)

∞∑
j=0

t (−λε)j
j ! (t + j)

(
x −

k∑
i=1

ui

)t+j

× exp

[
−λε

k∑
i=1

ui

]
du1 · · · duk
u1 · · · uk . (4.6)

The infinite series in (4.6) arises from a series expansion of the lower incomplete gamma
function, and is very advantageous from a computational point of view. In fact, since ε is
assumed small (say ≤ 10−3), the first three terms of the series can already yield very high
accuracy. Moreover, if t is integer valued then we can replace the infinite sum by a finite sum,
according to the identity

∞∑
j=0

t (−λε)j
j ! (t + j)

ξ t+j = t !
(λε)t

(
1 − e−λεξ

t−1∑
j=0

(λεξ)j

j !
)
, ξ > 0, t = 1, 2, . . . ,

where we have used (2.15). (Here, the order of magnitude of ε has no significant role.)
Now let Hθ(·) denote the GD(θ) DF and, moreover, let H(j)

θ (·) denote its j th deriva-
tive, where the j = 0 case corresponds to Hθ(·). From the previous subsection we have
Xε(θ)/ε

law−−→X1
�(θ) as ε → 0 and, in turn, P(Xε(θ)/ε ≤ x) → Hθ(x) (for all x ∈ R as

Hθ is continuous). Letting ε → 0 in (4.6) and considering the sketched proof of Proposi-
tion 2.1, noting that the function xθ1[0,∞)(x) belongs to C�θ�−1(R), the following result can
be established.

Proposition 4.2. The GD(θ ) distribution functionHθ(·) is of classC�θ�−1(R), its �θ�th deriva-
tive H(�θ�)

θ (·) is of class C0((0,∞)), and, for j = 0, 1, . . . , �θ�,

H
(j)
θ (x) = e−γ θ

�(θ + 1 − j)

×
(
xθ−j +

�x�−1∑
k=1

(−θ)k
∫
C1;k(x)

(
x −

k∑
i=1

ui

)θ−j du1 · · · duk
u1 · · · uk

)
, x > 0.

(4.7)

Note that the regularity of Hθ(·) in Proposition 4.2 is actually indicated in Section 2, just
before Remark 2.7.

Proposition 4.2 invites comparison with similar results in the literature. Before we consider
some of the relevant references, let us make the following comment.

It follows readily from (4.6) and (4.7) that, for any fixed x > 0 and t > 0,

P

(
Xε(t)

ε
≤ x

)
− P(X1

�(t) ≤ x) = b(x, t)λε +O(ε2) as ε → 0, (4.8)
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where b(x, t) is some nonnegative function. The nonnegativity of b(x, t) is due to the fact
that the RV X1

�(t) is stochastically larger than Xε(t)/ε, which follows by comparing the
corresponding Lévy densities x−11(0,1](x) and e−λεxx−11(0,1](x). In fact, as is shown by
the author in [4] using a completely different approach, b(x, t) = t P(x − U ≤ X1

�(t) ≤ x),
where U is a uniform(0, 1) RV independent of X1

�(t), and (4.8) holds uniformly in x > 0.
Moreover, numerical results in [4], based on Monte Carlo simulations, indicate that the function
ψ(t) := supx b(x, t) can be approximated rather well by the function

√
t/(4π)—which turns

out to be its asymptotic limit as t → ∞—starting from a relatively very small value of t , say
t = 0.25. An exact expression for the O(ε2) term in (4.8) can be found in [4].

Vervaat [19, p. 90] gave a formula for the GD density function which is essentially identical
to the right-hand side of (4.7) with j = 1, except that the sets C1;k(x) are replaced by the
sets D1;k(x) and, accordingly, a multiplying factor of 1/k! is added. Our Proposition 4.2 was
actually inspired by his result. See also [1, Lemma 4.7] (and cf. [9, pp. 6–7]) for a slight
modification of Vervaat’s formula. Without going into any details, we note that our result
originated from a completely different approach.

In view of Remark 2.1 and (2.10), we can conclude the following analog of (4.7):

H
(j)
θ (x) = e−γ θ

�(θ + 1 − j)

(
xθ−j+

�x�−1∑
k=1

(−θ)k
k!

∫ x

k

(x−u)θ−j f ∗k(u) du

)
, x > 0, (4.9)

where f ∗k denotes the k-fold convolution of f (y) = y−11(1,∞)(y), which can be obtained
recursively by f ∗k(y) = ∫ y−(k−1)

1 f ∗(k−1)(y − z)z−1 dz (k = 2, 3, . . .). Actually, the cases
j = 0 and j = 1 are indicated in [18, pp. 376–377] and [7, pp. 341–342], respectively. It may
be useful to note/recall in relation to (4.10), below, that the functions f ∗k(y) are serviceable
for calculating H(j)

θ (x) for all j = 0, 1, . . . , �θ�.
In his Theorem 1, Griffiths [7] gave a recursive algorithm useful for numerical computation

of the GD(θ) density function. By comparison with (4.7) or (4.9), the following generalization
to arbitrary j = 0, 1, . . . , �θ� is evident:

H
(j)
θ (x) = e−γ θxθ−j

�(θ + 1 − j)

(
1 +

�x�−1∑
k=1

(−θ)kKk
(

x − k

x − k + 1
; θ − j

))
, x > 0,

where Kk(v; θ − 1) = vθ+k−1 ∑∞
j=0 akj v

j , 0 < v < 1; the coefficients {akj } (which depend
on θ ) are defined recursively in the theorem in a manner convenient for numerical implemen-
tation, yet quite complicated in appearance. We thus see that Griffiths’ efficient (and hard to
derive) algorithm for the GD density function can also be applied with no additional effort to
the computation of the corresponding DF or the higher-order derivatives.

Remark 4.2. Writing the GD(θ) density function as e−γ θxθ−1ρθ (x)/�(θ), the function ρθ (x)
is a generalization of Dickman’s function ρ(x) = ρ1(x) already mentioned above (see [13,
Section 3.4]). In fact, the largest component of the PD(θ) distribution has DF ρθ (1/x), x > 0
(see [9] and [13]).

It should be noted, however, that an elegant relation between the functionsH(j)
θ (x) analogous

to those given above is indicated in [20, p. 498], where the function p(u) = p(u, a, b)

corresponds to H(j)
θ (x) (0 ≤ j ≤ �θ�) when setting u = x, a = j − θ , and b = θ . The

function p(u) is defined as a particular solution of some differential-difference equation that
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Figure 1: A fourth-order Taylor approximation to the GD(5) DF and a third-order Taylor approximation
to the GD(5) density around 5.

generalizes the well-known one corresponding to the GD density function (see, e.g. [1], [13],
and [19, p. 90]). Moreover, an expression for p(u) in [20, p. 497] gives, for j = 0, 1, . . . , �θ�,

H
(j)
θ (x) = xθ−j

(
kj−θH (j)

θ (k)− θ

∫ x

k

zj−θ−1H
(j)
θ (z− 1) dz

)
, k < x ≤ k + 1 (k ∈ N),

thus generalizing the familiar (numerically useful) representation of the GD(θ ) density function
given, e.g. in [1, Equation (4.26)] or [13, Equation (16)].

The formulae for H(j)
θ (x) suggest a Taylor expansion of order �θ� − 1 around a > 0:

Hθ(x) =
�θ�−1∑
j=0

H
(j)
θ (a)

j ! (x − a)j + H
(�θ�)
θ (ξ)

�θ�! (x − a)�θ�, x > 0, (4.10)

where ξ is some point between x and a. A natural choice would be a = θ (the mean). An
application to the approximation of the GD(5) distribution and density functions is illustrated
in Figure 1, indicating an area for further investigation.

Appendix A. Sketch of the proof of Proposition 2.1

Before we begin, we stress that an analogous but simpler (one-variable version) proof of
Proposition 2.1 can be made with respect to the alternative representation of the integrals
provided by Remark 2.1. Moreover, cases (i) and (ii) can be handled indirectly but analogously
by means of (2.10), thus avoiding the induction step below.

We first need some more notation. Let ϕ be a C0(R) function with ϕ(0) = 0 and derivative
ϕ′ ∈ C0((0,∞)), and assume that ϕ′ and ν (a continuous, infinite, Lévy measure) are related
according to one of the conditions (i)–(iii) in Proposition 2.1, whereϕ′ plays the role ofF (n)(·; t).
Accordingly, if ϕ′ is unbounded near 0+, we shall set ν(dui) = ρ(ui) dui (recall especially the

https://doi.org/10.1239/aap/1246886616 Published online by Cambridge University Press

https://doi.org/10.1239/aap/1246886616


388 S. COVO

sentence after (2.20)). For k = 1, 2, . . ., we define a two-variable function Wk(·, ·) on the set

Ek =
{
(x, u) : s ≤ u ≤ x

k

}

recursively by

W1(x, u) =
∫ x

u

ϕ(x − u1)ν(du1), (x, u) ∈ E1, (A.1)

and

Wk+1(x, u) =
∫ x/(k+1)

u

Wk(x − u1, u1)ν(du1), (x, u) ∈ Ek+1. (A.2)

Analogously, we define a two-variable function wk(·, ·) on Ek by replacing the function ϕ
with ϕ′. By definition/convention, Wk(x, x/k) = wk(x, x/k) = 0. With n as in Proposi-
tion 2.1, if we set ϕ = F (j)(·; t) for some j = 0, . . . , n − 1 then it holds that Wk(x, s) =
A
(j)

s;k(x; t) and wk(x, s) = A
(j+1)
s;k (x; t), x > ks. We then have the following lemma, from

which Proposition 2.1 readily follows.

Lemma A.1. The partial derivative ∂Wk/∂x exists and is equal to wk on Ek , where ∂Wk/∂x

is interpreted as the right partial derivative when u = x/k. Moreover,wk is continuous onEk .

For clarity and brevity, we omit details that can be worked out easily by the reader.

Sketch of the proof of Lemma A.1. First of all, we note that the case ‘ϕ′ is unbounded and
absolutely integrable near 0+’ can and will be reduced to the case ‘ϕ′ is unbounded and
nonnegative near 0+’. This follows by considering the standard decomposition ϕ′ = (ϕ′)+ −
(ϕ′)−, which in turn leads to ϕ = ϕ1 − ϕ2, where ϕ1,2(x) = ∫ x

0 (ϕ
′)±(z) dz.

Now, the proof is by induction on k. We first consider the case in which k = 1, and let (x, u)
be an arbitrary point inE1 such thatu < x. We further assume thatϕ′ is unbounded near 0+. The
bounded case is much easier to verify. By (A.1) we write ∂W1(x, u)/∂x = limh→0 ŵ1(x, u;h),
where

ŵ1(x, u;h) = 1

h

(∫ x+h

u

ϕ(x + h− u1)ρ(u1) du1 −
∫ x

u

ϕ(x − u1)ρ(u1) du1

)
.

In what follows we shall consider only the right partial derivative,

∂+W1(x, u)

∂x
= lim
h→0+ ŵ1(x, u;h).

The left partial derivative is handled the same way. Using the triangle inequality and the mean
value theorem applied to ϕ, we then have

|ŵ1(x, u;h)− w1(x, u)| ≤
∣∣∣∣
∫ x−ε

u

(ϕ′(x − u1 + θh)− ϕ′(x − u1))ρ(u1) du1

∣∣∣∣
+

∣∣∣∣ 1

h

∫ x

x−ε
(ϕ(x + h− u1)− ϕ(x − u1))ρ(u1) du1

∣∣∣∣
+

∣∣∣∣
∫ x

x−ε
ϕ′(x − u1)ρ(u1) du1

∣∣∣∣
+

∣∣∣∣ 1

h

∫ x+h

x

ϕ(x + h− u1)ρ(u1) du1

∣∣∣∣, h > 0, (A.3)
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where θ = θ(x − u1;h) ∈ (0, 1) and ε ∈ (0, x − u). It can be easily shown that the last three
terms on the right-hand side of the inequality in (A.3) can be made arbitrary small by choosing
first ε, and then h, sufficiently small. (For the case corresponding to condition (ii), it is advisable
to use the equality

∫ ε
0 (ϕ(u1 + h)− ϕ(u1)) du1 = ∫ ε+h

ε
ϕ(u1) du1 − ∫ h

0 ϕ(u1) du1; whereas for
the case corresponding to (iii), the key idea is to use integration by parts.) Furthermore, for a
fixed ε, the first term in this inequality tends to 0 as h → 0+ by uniform continuity of ϕ′ away
from 0+. Thus, ∂+W1(x, u)/∂x = w1(x, u). As for the case u = x, we just have to consider
the last term in (A.3).

The next step is to show that w1 is continuous on E1. Again we split into the two cases
u < x and u = x, and proceed according to the definition of continuity. The first case is easily
handled using the ‘ε-strategy’ as above. The second case is straightforward.

So far we have only treated the base case, k = 1. Now suppose that the lemma holds for
some k ≥ 1 and consider the function Wk+1 defined on Ek+1. Without loss of generality, as
will turn out below, we can assume the case where ϕ′ is bounded near 0+. We first consider
the case in which u < x/(k + 1). Then, by (A.2), ∂Wk+1(x, u)/∂x = limh→0 ŵk+1(x, u;h),
where

ŵk+1(x, u;h) = 1

h

( ∫ (x+h)/(k+1)

u

Wk(x + h− u1, u1)ν(du1)

−
∫ x/(k+1)

u

Wk(x − u1, u1)ν(du1)

)
.

Here, as before, we shall consider only the right partial derivative. The left partial derivative
is handled similarly. Writing down wk+1(x, u) according to relation (A.2), and then using
the triangle inequality and the mean value theorem when applied to Wk in the first coordinate
(recalling the induction hypothesis), we obtain

|ŵk+1(x, u;h)− wk+1(x, u)| ≤
∣∣∣∣
∫ x/(k+1)

u

(wk(x − u1 + θh, u1)− wk(x − u1, u1))ν(du1)

∣∣∣∣
+

∣∣∣∣ 1

h

∫ (x+h)/(k+1)

x/(k+1)
Wk(x + h− u1, u1)ν(du1)

∣∣∣∣, h > 0,

(A.4)

where θ = θ(u1; x;h) ∈ (0, 1). Applying the second part of the induction hypothesis, wk
is uniformly continuous on bounded subsets of Ek . Hence, the first term on the right-hand
side of the inequality in (A.4) tends to 0 as h → 0+. Noting that Wk(ku1, u1) = 0 and
applying the mean value theorem, the same also holds for the second term. We conclude that
∂+Wk+1(x, u)/∂x = wk+1(x, u). As for the case u = x/(k + 1), we just have to consider the
second term.

As the final step of the sketched proof, we need to show that wk+1 is continuous on Ek+1.
Again we split into the two cases u < x/(k + 1) and u = x/(k + 1), and proceed accord-
ing to the definition of continuity after applying relation (A.2) to wk+1. Both cases follow
straightforwardly under the uniform continuity of wk mentioned above.

Appendix B. A generalization of Theorem 2.1 and Corollary 2.1

Although Theorem B.1 and Corollary B.1, below, are much stronger than their counterparts,
Theorem 2.1 and Corollary 2.1, we preferred to put them in an appendix, primarily since the

https://doi.org/10.1239/aap/1246886616 Published online by Cambridge University Press

https://doi.org/10.1239/aap/1246886616


390 S. COVO

generalization was discovered after the paper was ready for acceptance. Moreover, the original
approach has its own merits and the extension to the arbitrary subordinator measure π has no
added value in the context of the present paper.

Theorem B.1. Letµt andµts denote the distributions at time t > 0 of a pure-jump subordinator
with Lévy measure π and π|(0,s] respectively, and set �(s) = π((s,∞)) and λs(dy) =
1(s,∞)(y)π(dy). Then µts is given by

µts = et�(s)
∞∑
k=0

(−t)k
k! (µt ∗ λ∗k

s ) (B.1)

(λ∗0
s is the Dirac measure at 0). In particular, the distribution function µts([0, x]) is given, for

x ≥ 0, by

µts([0, x]) = et�(s)
(
µt([0, x])+

�x/s�−1∑
k=1

(−t)k
k!

∫
(ks,x]

µt([0, x − u])λ∗k
s (du)

)
. (B.2)

Alternatively, with Ds;k(x) defined as before,

µts([0, x]) = et�(s)
(
µt([0, x])

+
�x/s�−1∑
k=1

(−t)k
k!

∫
Ds;k(x)

µt
([

0, x −
k∑
i=1

ui

])
π(du1) · · ·π(duk)

)
.

(B.3)

Proof. Let us denote by Lσ the Laplace transform of a measure σ on [0,∞), i.e. Lσ (ω) =∫
[0,∞)

e−ωxσ (dx), ω ≥ 0. Substituting the Laplace transforms of the distributions µts and µt

according to (1.1), we have

Lµts (ω) = Lµt (ω) exp

[
−t

∫
(s,∞)

(e−ωx − 1)π(dx)

]

= Lµt (ω)e
t�(s) exp[−tLλs (ω)]

= et�(s)
( ∑
k=0,2,...

t k

k!Lµt (ω)[Lλs (ω)]
k −

∑
k=1,3,...

t k

k!Lµt (ω)[Lλs (ω)]
k

)

= Lσ1(ω)− Lσ2(ω),

where σ1 and σ2 are finite measures on [0,∞) defined by

σ1 = et�(s)
∑

k=0,2,...

t k

k! (µ
t ∗ λ∗k

s ), σ2 = et�(s)
∑

k=1,3,...

t k

k! (µ
t ∗ λ∗k

s ).

Thus, Lµts+σ2(ω) = Lσ1(ω) and in turn, by uniqueness of Laplace transforms, µts + σ2 = σ1;
that is, µts = σ1 − σ2 and (B.1) is proved. Equation (B.2) follows immediately, and in turn we
obtain its alternative form, (B.3), by virtue of (2.10).
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Corollary B.1. Suppose thatµt , and, hence,µts , is absolutely continuous. Let ρt and ρts denote
the corresponding densities. Then ρts is given, for x > 0, by

ρts(x) = et�(s)
(
ρt (x)+

�x/s�−1∑
k=1

(−t)k
k!

∫
(ks,x]

ρt (x − u)λ∗k
s (du)

)

= et�(s)
(
ρt (x)+

�x/s�−1∑
k=1

(−t)k
k!

∫
Ds;k(x)

ρt
(
x −

k∑
i=1

ui

)
π(du1) · · ·π(duk)

)
.

Proof. As in the proof of Corollary 2.1, the proof follows from

∫
(ks,x]

∫ x

u

ρt (z− u) dzλ∗k
s (du) =

∫ x

ks

∫
(ks,z]

ρt (z− u)λ∗k
s (du) dz

(verified by Tonelli’s theorem).
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