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A New Proof of the Hansen–Mullen
Irreducibility Conjecture

Aleksandr Tuxanidy and Qiang Wang

Abstract. We give a new proof of the Hansen–Mullen irreducibility conjecture. _e proof relies on
an application of a (seemingly new) suõcient condition for the existence of elements of degree n
in the support of functions on ûnite ûelds. _is connection to irreducible polynomials is made via
the least period of the discrete Fourier transform (DFT) of functions with values in ûnite ûelds.
We exploit this relation and prove, in an elementary fashion, that a relevant function related to the
DFT of characteristic elementary symmetric functions (that produce the coeõcients of character-
istic polynomials) satisûes a simple requirement on the least period. _is bears a sharp contrast
to previous techniques employed in the literature to tackle the existence of irreducible polynomials
with prescribed coeõcients.

1 Introduction

Let q be a power of a prime p, let Fq be the ûnite ûeld with q elements, and let n ≥ 2.
Hansen and Mullen [18, Conjecture B] conjectured that, except for a few genuine
exceptions, there exist irreducible (and more strongly primitive [18, Conjecture A])
polynomials of degree n over Fq with any one of its coeõcients prescribed to any
value. Wan [29] proved Conjecture B (appearing as _eorem 1.1) for q > 19 or n ≥ 36,
with the remaining cases being computationally veriûed soon a�er [16]. Building on
some of the work of Fan–Han [12] on p-adic series, Cohen [8] proved that there ex-
ists a primitive polynomial of degree n ≥ 9 over Fq with any one of its coeõcients
prescribed. _e remaining cases of Conjecture A were settled by Cohen and Prešern
[8–10] who also gave theoretical explanations for the small cases of q, n, missed out
in Wan’s original proof [29]. For a polynomial h(x) ∈ Fq[x] and an integer w, we
denote by [xw]h(x) the coeõcient of xw in h(x).

_eorem 1.1 Let q be a power of a prime, let c ∈ Fq , and let n ≥ 2 and w be integers
with 1 ≤ w ≤ n. If w = n, assume that c /= 0. If (n,w , c) = (2, 1, 0), further assume q
is odd. _en there exists a monic irreducible polynomial P(x) of degree n over Fq with
[xn−w]P(x) = c.

_eHansen–Mullen conjectures have since been generalized to encompass results
on the existence of irreducible and particularly primitive polynomials with several
prescribed coeõcients (see [14, 15,23,25,28] for general irreducibles and [7, 17,26,27]
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for primitives). In particularHa [15], building on some of the work of Pollack [25] and
Bourgain [3], has recently proved that, for large enough q, n, there exist irreducibles of
degree n overFq with roughly any n/4 coeõcients prescribed to any value. _is seems
to be the current record on the number of arbitrary coeõcients one may prescribe to
any values in an irreducible polynomial of degree n.

_e above are existential results obtained through asymptotic estimates. However
there is also intensive research on the exact number of irreducible polynomials with
some prescribed coeõcients. See for instance [5, 13, 20, 22] and references therein for
some work in this area. See also [24] for primitives and N-free elements in special
cases.

_ere are some diòerences in approach to tackling existence questions of either
general irreducible or primitive polynomials with prescribed coeõcients. For in-
stance, when working on irreducibles, and following in the footsteps of Wan [29],
it has been common practice to exploit the Fq[x]-analogue of Dirichlet’s theorem for
primes in arithmetic progressions; all this is done via Dirichlet characters on Fq[x],
L-series, zeta functions, etc. (see [28]). Recently Pollack [25] and Ha [15], building
on some ideas of Bourgain [3], applied the circle method to prove the existence of
irreducible polynomials with several prescribed coeõcients. On the other hand, in
the case of primitives, the problem is usually approached via p-adic rings or ûelds (to
account for the inconvenience that Newton’s identities “break down”, in some sense,
in ûelds of positive characteristic) together with Cohen’s sieving lemma, Vinogradov’s
characteristic function, etc. [8,12]. However there is one common feature thesemeth-
ods share, namely, when bounding the “error” terms comprised of character sums, the
function ûeld analogue of Riemann’s hypothesis (Weil’s bound) is used (perhaps with-
out exception here). Nevertheless, as a consequence of its O(qn/2) nature, a diõculty
arises in extending the n/2 threshold for the number of coeõcients one can prescribe
in irreducible or particularly primitive polynomials of degree n.
As the reader can take from all this, there seems to be a preponderance of the

analytic methods to tackle the existence problem of irreducibles and primitives with
several prescribed coeõcients. One then naturally wonders whether other viewpoints
may be useful for tackling such problems. As Panario points out [19, p. 115],

_e long-term goal here is to provide existence and counting results for irre-
ducibles with any number of prescribed coeõcients to any given values. _is
goal is completely out of reach at this time. Incremental steps seem doable, but
it would be most interesting if new techniques were introduced to attack these
problems.

In this work we take a diòerent approach and give a new proof of the Hansen–
Mullen irreducibility conjecture (or theorem) stated in _eorem 1.1. We attack the
problemby studying the least period of certain functions related to the discrete Fourier
transform (DFT) of characteristic elementary symmetric functions (which produce
the coeõcients of characteristic polynomials). _is bears a sharp contrast to previous
techniques in the literature. _e proof theoretically explains, in a uniûed way, every
case of the Hansen–Mullen conjecture. _ese include the small cases missed out in
Wan’s original proof [29] and computationally veriûed in [16]. However we should
point out that, in contrast, our proof has the disadvantage of not yielding estimates
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for the number of irreducibles with a prescribed coeõcient. It merely asserts their
existence. We wonder whether some of the techniques introduced here can be ex-
tended to tackle the existence question for several prescribed coeõcients, but for now
we leave this to the consideration of the interested reader.

_e proof relies on an application of the suõcient condition in Lemma 1.3, which
follows from that of Lemma 1.2 (i). First for a primitive element ζ ofFq and a function
f ∶Zq−1 → Fq , the DFT of f based on ζ is the function Fζ[ f ]∶Zq−1 → Fq given by
Fζ[ f ](m) = ∑ j∈Zq−1 f ( j)ζ

m j , m ∈ Zq−1. Here Zq−1 ∶= Z/(q − 1)Z. _e inverse DFT
is given by F−1

ζ [ f ] = −Fζ−1[ f ]. For a function g∶Zq−1 → Fq , we say that g has least
period r if r is the smallest positive integer such that g(m+r) = g(m) for allm ∈ Zq−1.
Let Φn(x) ∈ Z[x] be the n-th cyclotomic polynomial. For a function F on a set A,
let supp(F) ∶= {a ∈ A ∶ F(a) /= 0} be the support of F. It should be observed that,
in practice, F will be deûned on a subset of the ûeld Fqn or on a set of integers. For
example, both usages occur in the proof of Lemma 1.2

Lemma 1.2 Assume ζ is a primitive element of Fqn where q is a prime power and
n ≥ 2. Given a function F∶Fqn → Fqn , deûne f ∶Zqn−1 → Fqn by f (k) = F(ζ k) and let
r be the least period of Fζ[ f ] (which is the same as the least period of F−1

ζ [ f ]). _en the
following results hold.
(i) Suppose r ∤ (qn − 1)/Φn(q). _en supp(F) contains an element of degree n

over Fq .
(ii) Suppose supp(F) contains an element of degree n over Fq . _en r ∤ (qd − 1) for

every positive divisor d of n with d < n.
(iii) Suppose supp(F) contains a primitive element of Fqn , or the least common mul-

tiple of the multiplicative orders of the elements in supp(F) equals qn − 1. _en
r = qn − 1.

In particular (i) implies the existence of an irreducible factor of degree n for any
polynomial h(x) ∈ Fq[x] satisfying a constraint on the least period as follows. Here
F×qn and L× denote the set of all invertible elements in Fqn and L, respectively. A
cyclic sequence (s i)N−1

0 ∈ Fq has period N because s i+N = s i for all i ≥ 0. We say
that a periodic (s i)N−1

i=0 has least period r if r is the smallest positive integer such that
s i+r = s i for all 0 ≤ i ≤ N − 1. If we deûne a function f ∶Zqn−1 → Fq by f (i) = s i for
0 ≤ i ≤ qn − 2, then both f and (s i)qn−2

i=0 have the same least period.

Lemma 1.3 Let q be a prime power and n ≥ 2. Suppose h(x) ∈ Fq[x] and L is any
subûeld of Fqn containing the image h(F×qn). Deûne the polynomial

S(x) = (1 − h(x)#L×) mod (xqn−1 − 1) ∈ Fq[x].

Write S(x) = ∑
qn−2
i=0 s ix i for some coeõcients s i ∈ Fq . If the cyclic sequence (s i)qn−2

i=0
has least period r satisfying r ∤ (qn − 1)/Φn(q), then h(x) has an irreducible factor of
degree n over Fq .

Lemma 1.3 immediately yields the following suõcient condition for a polynomial
to be irreducible because h(x) has an irreducible factor of the same degree.
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Proposition 1.4 With the notations of Lemma 1.3, assume h(x) ∈ Fq[x] has de-
gree n ≥ 2. If the cyclic sequence (s i)qn−2

i=0 of the coeõcients of S(x) has least period r
satisfying r ∤ (qn − 1)/Φn(q), then h(x) is irreducible.

We present the following small example to give the reader a �avor of the essence
of our proof as an application of Lemma 1.3.

Example 1.5 Let q = 2, n = 4, and

h(x) = ∑
0≤i1<i2≤3

x2i1+2i2 = x 12 + x 10 + x9 + x6 + x5 + x3 ∈ F2[x].

Note that h(F24) ⊆ F2. In fact, for any ξ ∈ F24 , h(ξ) is the coeõcient of x2 in the
characteristic polynomial of degree 4 over F2 with root ξ. We may take L = F2 in
Lemma 1.3; hence #L× = 1. _us

S(x) ∶= (1 + h(x)#L×) mod (x24−1 + 1) = h(x) + 1

= x 12 + x 10 + x9 + x6 + x5 + x3 + 1 ∈ F2[x].

_e cyclic sequence of coeõcients s = s0 , s1 , . . . , s24−2 of S(x) = ∑
24−2
i=0 s ix i is given

by s = 1, 0, 0, 1, 0, 1, 1, 0, 0, 1, 1, 0, 1, 0, 0. One can easily check that the least period r of
s is r = 24 − 1, the maximum possible. Because 24 − 1 > (24 − 1)/Φ4(2), Lemma 1.3
implies that h(x) has an irreducible factor P(x) of degree 4 over F2. Any root ξ of
P(x) must satisfy h(ξ) = 0. _is is the coeõcient of x2 in P(x). Hence there exists
an irreducible polynomial of degree 4 over F2 with its coeõcient of x2 being zero.
Indeed, x4 + x + 1 is one such irreducible polynomial.

_e rest of this work goes as follows. In Section 2 we review some preliminary
concepts regarding the DFT on ûnite ûelds, convolution, least period of functions
on cyclic groups, and cyclotomic polynomials. In Section 3 we study the connec-
tion between the least period of the DFT of functions and irreducible polynomials.
In particular, we explicitly describe in Proposition 3.1 the least period of the DFT of
functions, as well as prove Lemmas 1.2 and 1.3. In Section 4 we introduce the charac-
teristic delta functions as the DFTs of characteristic elementary symmetric functions.
We then apply Lemma 1.3 to give a suõcient condition in Lemma 4.2 for the exis-
tence of an irreducible polynomial with any one of its coeõcients prescribed. _is is
given in terms of the least period of a certain function ∆w ,c , closely related to the delta
functions. We also review some basic results on q-symmetric functions and their con-
volutions; this will be needed in Section 5. Finally in Section 5 we prove that the ∆w ,c
functions have periods that are not divisors of (qn − 1)/Φn(q) (and are suõciently
large in many cases). _e proof of _eorem 1.1 then immediately follows from this.

2 Preliminaries

We recall some preliminary concepts regarding the DFT for ûnite ûelds, convolution,
least period of functions on cyclic groups, and cyclotomic polynomials.

Let q be a power of a prime p, let N ∈ N such that N ∣ q − 1, and let ζN be a primi-
tive N-th root of unity in F∗q (the condition on N guarantees the existence of ζN ). We
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shall use the common notation ZN ∶= Z/NZ. Now the DFT based on ζN , on the Fq-
vector space of functions f ∶ZN → Fq , is deûned byFζN [ f ](i) = ∑ j∈ZN

f ( j)ζ i j
N , for all

i ∈ ZN . Note that FζN is a bijective linear operator with inverse given by F−1
ζN =

N−1Fζ−1
N
. For f , g∶ZN → Fq , the convolution of f , g is the function f ⊗ g∶ZN → Fq

given by
( f ⊗ g)(i) = ∑

j+k=i
j,k∈ZN

f ( j)g(k).

Inductively, f1 ⊗ f2 ⊗ ⋅ ⋅ ⋅ ⊗ fk = f1 ⊗ ( f2 ⊗ ⋅ ⋅ ⋅ ⊗ fk) and so

( f1 ⊗ ⋅ ⋅ ⋅ ⊗ fk)(i) = ∑
j1+⋅⋅⋅+ jk=i
j1 , . . . , jk∈ZN

f1( j1) ⋅ ⋅ ⋅ fk( jk).

For m ∈ N, we let f ⊗m denote the m-th convolution power of f , that is, the con-
volution of f with itself, m times. _e DFT and convolution are related by the fact
that ∏k

i=1 FζN [ f i] = FζN [⊗
k
i=1 f i] . Since f ,FζN [ f ], have values in Fq by deûnition,

it follows from the relation above that f ⊗q = f . _e convolution is associative, com-
mutative, and distributive with identity δ0∶ZN → {0, 1} ⊆ Fp , the Kronecker delta
function deûned by δ0(i) = 1 if i = 0, and δ0(i) = 0 otherwise. We set f ⊗0 = δ0.

Next we recall the concepts of a period and least period of a function f ∶ZN → Fq .
For r ∈ N, we say that f is r-periodic if f (i) = f (i + r) for all i ∈ ZN . Clearly f is
r-periodic if and only if it is gcd(r,N)-periodic. _e smallest such positive integer
r is called the least period of f . Note the least period r satisûes r ∣ R whenever f is
R-periodic. If the least period of f is N , we say that f has maximum least period.

_ere are various operations on cyclic functions which preserve the least period.
For instance the k-shi� function fk(i) ∶= f (i + k) of f has the same least period as f .
_e reversal function f ∗(i) ∶= f (−(1 + i)) of f also has the same least period. Let σ
be a permutation of Fq . _e function f σ(i) ∶= σ( f (i)) keeps the least period of f as
well.

Next we recall a few elementary facts about cyclotomic polynomials. For n ∈ N,
the n-th cyclotomic polynomial Φn(x) ∈ Z[x] is deûned by

Φn(x) = ∏
k∈(Z/nZ)×

(x − ζ k
n),

where ζn ∈ C is a primitive n-th root of unity and (Z/nZ)× denotes the unit group
modulo n. Since xn − 1 = ∏d ∣n Φd(x), the Möbius inversion formula gives Φn(x) =
∏d ∣n(xn/d − 1)µ(d), where µ is the Möbius function.
For any divisor m of n, with 0 < m < n, we note that

xn − 1
xm − 1

=
∏d ∣n Φd(x)
∏d ∣m Φd(x)

= ∏
d ∣n
d∤m

Φd(x).

Hence

(2.1) Φn(x) ∣
xn − 1
xm − 1

∈ Z[x].
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In fact, one can show that for n ≥ 2,

Φn(q) = gcd{
qn − 1
qd − 1

∶ 1 ≤ d ∣ n, d < n}

and so qn−1
Φn(q)

= lcm{qd − 1 ∶ 1 ≤ d ∣ n, d < n}.
Note also that

(2.2) Φn(q) = ∣Φn(q)∣ = ∏
k∈(Z/nZ)×

∣q − ζ k
n ∣ > q − 1

for n ≥ 2, since ∣q − ζ k
n ∣ > q − 1 for any primitive n-th root ζ k

n ∈ C, whenever n ≥ 2 (as
can be seen geometrically by looking at the complex plane) 1.

3 Least Period of the DFT and Connection to Irreducible Polyno-
mials

In this sectionwe study a connection between the least period of theDFTof a function
and irreducible polynomials. We start oò by giving an explicit formula in Proposition
3.1 for the least period of the DFT of a function f ∶ZN → Fq in terms of the values in
its support. _en we prove Lemmas 1.2 and 1.3.
First we can identify, in the usual way, elements ofZN = Z/NZwith their canonical

representatives in Z and vice versa. In particular this endows ZN with the natural
ordering in Z. We sometimes also abuse notation and write a ∣ b for a ∈ Z and
b ∈ ZN to state that a divides the canonical representative of b, and write a ∤ b to
state the opposite. For an integer k and a non-empty set A = {a1 , . . . , as}, we write
gcd(k,A) ∶= gcd(k, a1 , . . . , as).

Proposition 3.1 Let q be a power of a prime, N ∣ q − 1, f ∶ZN → Fq , and let ζN be a
primitive N-th root of unity in F∗q . _e least period of FζN [ f ] and F−1

ζN [ f ] is given by
N/ gcd(N , supp( f )).

Proof Note that d ∶= N/ gcd(N , supp( f )) is the smallest positive divisor of N with
the property that N/d divides every element in supp( f ). For the sake of brevity write
f̂ = FζN [ f ]. Now for i ∈ ZN , note that

f̂ (i + d) = ∑
j∈ZN

f ( j)ζ(i+d) j
N =

d−1

∑
k=0

f ( N
d

k) ζ(i+d)
N
d k

N =
d−1

∑
k=0

f ( N
d

k) ζ i N
d k

N = f̂ (i).

_us if r is the least period of f̂ , necessarily r ≤ d.

1_e elementary facts in (2.1) and (2.2) have some historical signiûcance. For instance, these make
an appearance in Witt’s classical proof of Wedderburn’s theorem that every ûnite division ring is a ûeld
(see [1, Chapter 5] for example).
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Since f = F−1
ζN [ f̂ ], then f (i) = N−1∑ j∈ZN

f̂ ( j)ζ−i j
N , i ∈ ZN . Hence for i ∈ ZN , we

have

N f (i) = ∑
j∈ZN

f̂ ( j)ζ−i j
N =

r−1

∑
j=0
f̂ ( j)ζ−i j

N +
2r−1

∑
j=r
f̂ ( j)ζ−i j

N + ⋅ ⋅ ⋅ +
N−1

∑
j=( N

r −1)r
f̂ ( j)ζ−i j

N

=
r−1

∑
j=0
f̂ ( j)ζ−i j

N +
r−1

∑
j=0
f̂ ( j + r)ζ−i( j+r)

N + ⋅ ⋅ ⋅ +
r−1

∑
j=0
f̂ ( j+( N

r
− 1) r) ζ−i( j+( N

r −1)r)
N

=
r−1

∑
j=0
f̂ ( j)ζ−i j

N + ζ−ir
N

r−1

∑
j=0
f̂ ( j)ζ−i j

N + ⋅ ⋅ ⋅ + ζ−i( N
r −1)r

N

r−1

∑
j=0
f̂ ( j)ζ−i j

N

=

N
r −1

∑
k=0

ζ−irk
N

r−1

∑
j=0
f̂ ( j)ζ−i j

N .

If N
r ∤ i, then ζ−ir

N /= 1 and∑
N
r −1
k=0 ζ−irk

N =
ζ−iNN −1
ζ−irN −1 = 0. It follows that f (i) = 0 whenever

N
r ∤ i. Equivalently, if f (i) /= 0, then N

r ∣ i. Now the minimality of d implies that
d ≤ r. But r ≤ d (see above) now yields r = d.

With regards to the least period of F−1
ζN [ f ], we know that F−1

ζN [ f ] = N−1Fζ−1
N
[ f ].

Since ζ−1
N is a primitive N-th root of unity in F∗q as well, the previous arguments simi-

larly imply that Fζ−1
N
[ f ] has the least period d. _en so does the function N−1Fζ−1

N
[ f ],

a non-zero scalar multiple of Fζ−1
N
[ f ].

In particular, if ζ is primitive in Fq and F(x) = ∑i∈I a ix i ∈ Fq[x] for some subset
I ⊆ [0, q−2] of integers with each a i /= 0, i ∈ I, then the least period of the (q−1)-peri-
odic sequence (F(ζ i))i≥0 is given by (q− 1)/ gcd(q− 1, I). We now prove Lemma 1.2.

Proof of Lemma 1.2 (i) On the contrary, suppose that supp(F) contains no element
of degree n over Fq . _en for each m ∈ supp( f ) there exists a proper divisor d of n
with (qn − 1)/(qd − 1) ∣ m. Since Φn(q) ∣ (qn − 1)/(qd − 1) for all proper divisors d
of n, then Φn(q) ∣ m for all m ∈ supp( f ). _us for all k ∈ Zqn−1,

f̂ (k) = ∑
j∈Zqn−1

f ( j)ζ k j =
(qn−1)/Φn(q)

∑
a=1

f (aΦn(q))ζ kaΦn(q) ,

where f̂ = Fζ[ f ]. Note that f̂ (k + (qn − 1)/Φn(q)) = f̂ (k) for all k ∈ Zqn−1. _us f̂
is qn−1

Φn(q)
-periodic. Necessarily the least period of f̂ divides qn−1

Φn(q)
, a contradiction.

(ii) Assume supp(F) contains an element of degree n over Fq . _en there exists
m ∈ supp( f ) with (qn − 1)/(qd − 1) ∤ m for all proper divisors d of n. Let r be the
least period of f̂ . By Proposition 3.1, (qn − 1)/r ∣ m. Since (qn − 1)/(qd − 1) ∤ m, then
r ∤ qd − 1 for all proper divisors d of n.

(iii) Assume supp(F) contains a primitive element of Fqn . _en there exists k
relatively prime to qn−1 such that k ∈ supp( f ). _us, (Z/(qn−1)Z)×∩supp( f ) /= ∅. It
follows from Proposition 3.1 that both Fζ[ f ] and F−1

ζ [ f ] have maximum least period
qn − 1. _e second part follows similarly.
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Note that, as the following three examples show, the suõcient (respectively, neces-
sary) conditions in Lemma 1.2 are not necessary (respectively, suõcient). _ese may
possibly be improved in accordance with the needs of whomever wishes to apply these
tools. Let us start oò by showing that the suõcient condition in (i) is not necessary.

Example 3.2 Recall that (qn − 1)/Φn(q) = lcm{qd − 1 ∶ d ∣ n, d < n}. Pick any n
with at least two prime factors. _en (qn − 1)/Φn(q) ∤ qd − 1 for all d ∣ n, d < n. _us
ζΦn(q) is of degree n over Fq . Deûne the function F∶Fqn → Fqn by F(ζΦn(q)) = 1 and
F(ξ) = 0 for all other elements ξ ∈ Fqn . _us supp(F) contains an element of degree
n over Fq . _e associate function f ∶Zqn−1 → Fqn is deûned by f (k) = 1 if k = Φn(q)
and f (k) = 0 otherwise. By Proposition 3.1, the least period r of Fζ[ f ] is the smallest
positive divisor of qn − 1 such that (qn − 1)/r ∣ Φn(q), since supp( f ) = {Φn(q)}.
_is is r = (qn − 1)/Φn(q). _us we obtain an example of a function which contains
an element of degree n over Fq in its support, but for which the corresponding least
period is a divisor of (qn − 1)/Φn(q).

_e following example shows that the necessary condition in (ii) is not suõcient.

Example 3.3 Similarly as before, pick any n with at least two prime factors. _en
(qn − 1)/Φn(q) ∤ qd − 1 for all d ∣ n, d < n. Deûne F∶Fqn → Fqn by F(ζ k) = 1 if
k = (qn − 1)/(qd − 1) for some d ∣ n, d < n, and F(ξ) = 0 for all other elements
ξ ∈ Fqn . _us supp(F) has no element of degree n over Fq . _is deûnes the associate
function f ∶Zqn−1 → Fqn of F with

supp( f ) = {(qn − 1)/(qd − 1) ∶ d ∣ n, d < n}.

Consider the smallest positive divisor r of qn − 1, with (qn − 1)/r ∣ (qn − 1)/(qd − 1)
for all proper divisors d of n. Note that r is divisible by each qd − 1, for d ∣ n, d < n; it
follows that r = lcm{qd − 1 ∶ d ∣ n, d < n} = (qn − 1)/Φn(q) with r ∤ qd − 1 for all
d ∣ n, d < n. By Proposition 3.1, r = (qn − 1)/Φn(q) is the least period of Fζ[ f ]. _us
we have constructed a function F with supp(F) having no element of degree n over
Fq but for which the corresponding least period r satisûes r ∤ (qd − 1) for all d ∣ n,
d < n.

_is last example shows that the necessary condition in (iii) is not suõcient.

Example 3.4 Pick q, n such that qn − 1 has at least two non-trivial relatively prime
divisors, say a, b > 1 with a, b ∣ (qn − 1) and gcd(a, b) = 1. _e smallest positive
divisor r of qn − 1 with (qn − 1)/r ∣ a, b is r = qn − 1. Now we note that the function
F∶Fqn → Fqn deûned by F(ζa) = F(ζb) = 1 and F(ξ) = 0 for all other elements ξ of
Fqn , contains no primitive element in its support, but the corresponding least period
of Fζ[ f ] is qn − 1, by Proposition 3.1.

Remark 3.5 We note that Example 3.4 together with Lemma 1.2 (i) imply that for
any such a, b, there exists k ∈ {a, b} such that (qn − 1)/(qd − 1) ∤ k for all proper
divisors d of n, i.e., either ζa or ζb (or both) is an element of degree n over Fq . _is
may also have applications in determining whether a polynomial h(x) ∈ Fq[x] has
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an irreducible factor of degree n. Speciûcally, if there exist divisors a, b ≥ 1 of qn − 1
with gcd(a, b) = 1 and h(ζa) = h(ζb) = 0, then h(x) has an irreducible factor of
degree n.

Proof of Lemma 1.3 As a function on F×qn , note that

S(ξ) =
⎧⎪⎪
⎨
⎪⎪⎩

1 if h(ξ) = 0,
0 otherwise.

Let ζ be a primitive element of Fqn and deûne the function f ∶Zqn−1 → Fq by f (m) =

sm . _us f has least period r satisfying r ∤ (qn − 1)/Φn(q). Note that S(ζ i) =

∑ j s jζ i j = ∑ j f ( j)ζ i j = Fζ[ f ](i) for each i ∈ Zqn−1. Since Fζ[S] has the same period
as F−1

ζ [S] (the inverse is essentially a Fourier multiplied by a non-zero scalar), then
by the criteria of Lemma 1.2 (i), there exists an element of degree n over Fq in the
support of S. It follows that h(x) has a root of degree n over Fq and hence has an
irreducible factor of degree n over Fq .

4 Characteristic Elementary Symmetric and Delta Functions

In this section we apply Lemma 1.3 for the purposes of studying coeõcients of ir-
reducible polynomials. We ûrst place the characteristic elementary symmetric func-
tions in the context of their DFT, whichwe shall refer to here simply as delta functions.
_ese delta functions are indicators, with values in a ûnite ûeld, for sets of values in
Zqn−1 whose canonical integer representatives have certainHamming weights in their
q-adic representation and q-digits all belonging to the set {0, 1}. Essentially, charac-
teristic elementary symmetric functions are characteristic generating functions of the
sets that the delta functions indicate. _en in Lemma 4.2 we give suõcient conditions
for an irreducible polynomial to have a prescribed coeõcient. Because the delta func-
tions are q-symmetric (see Deûnition 4.3), we also review some useful facts needed
in Section 5.
For ξ ∈ Fqn , the characteristic polynomial hξ(x) ∈ Fq[x] of degree n over Fq

with root ξ is given by hξ(x) = ∏n−1
k=0(x − ξq

k
) = ∑

n
w=0(−1)

wσw(ξ)xn−w , where for
0 ≤ w ≤ n, σw(x) ∈ Fq[x] is the characteristic elementary symmetric polynomial given
by σ0(x) = 1 and σw(x) = ∑0≤i1<⋅⋅⋅<iw≤n−1 xq i1+⋅⋅⋅+q iw , for 1 ≤ w ≤ n. In particular
σ1 = TrFqn /Fq is the (linear) trace function and σn = NFqn /Fq is the (multiplicative)
norm function. Whenever q = 2 and ξ /= 0, then σ0(ξ) = σn(ξ) = 1 always. If
ξ /= 0, then (in general) hξ−1(x) = (−1)nσn(ξ−1)xnhξ(1/x) = h∗ξ (x), where h∗ξ (x)
is the (monic) reciprocal of hξ(x). _us σw(ξ) = σn(ξ)σn−w(ξ−1). Clearly hξ(x) is
irreducible if and only if so is h∗ξ (x). _is occurs if and only if degFq

(ξ) = n.
Next we introduce the characteristic delta functions and the sets they indicate. But

ûrst let us clarify some ambiguity in our notation. For a, b ∈ Z, we denote by a mod
b the remainder of division of a by b. _at is, a mod b is the smallest integer c in
{0, 1, . . . , b − 1} that is congruent to a modulo b, and write c = a mod b. Similarly if
a = a + bZ is an element of Zb , we use the notation a mod b ∶= a mod b to express
the canonical representative of a inZ. But we keep the usual notation k ≡ a (mod b)
to state that b ∣ (k − a).
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We can represent a ∈ Zqn−1 uniquely by the q-adic representation (a0 , . . . , an−1)q =

∑
n−1
i=0 a iq i , with each 0 ≤ a i ≤ q − 1, of the canonical representative of a in

{0, 1, . . . , qn − 2} ⊂ Z.

For convenience, we write a = (a0 , . . . , an−1)q . For w ∈ [0, n] ∶= {0, 1, . . . , n}, deûne
the sets Ω(w) ⊆ Zqn−1 by Ω(0) = {0} and

Ω(w) = { k ∈ Zqn−1 ∶ k mod (qn − 1) = q i1 + ⋅ ⋅ ⋅ + q iw , 0 ≤ i1 < ⋅ ⋅ ⋅ < iw ≤ n − 1}

for 1 ≤ w ≤ n. _at is, Ω(w) consists of all the elements k ∈ Zqn−1 whose canoni-
cal representatives in {0, 1, . . . , qn − 2} ⊂ Z have Hamming weight w in their q-adic
representation (a0 , . . . , an−1)q = ∑

n−1
i=0 a iq i , with each a i ∈ {0, 1}. Note this last con-

dition that each a i ∈ {0, 1} is automatically redundant when q = 2, since in general
each a i ∈ [0, q − 1] in the q-adic representation t = (a0 , . . . , am)q of a non-negative
integer t = ∑m

i=0 a iq i .
When q = 2, note that Ω(n) = ∅ since there is no integer in {0, 1, . . . , 2n − 2}

with Hamming weight n in its binary representation. Observe also that ∣Ω(w)∣ =
binomnw for each 0 ≤ w ≤ n, unless (q,w) = (2, n). Moreover, Ω(v) ∩ Ω(w) = ∅
whenever v /= w by the uniqueness of base representation of integers. For w ∈ [0, n],
deûne the characteristic (ûnite ûeld valued) function δw ∶Zqn−1 → Fp of the set Ω(w)
by

δw(k) =
⎧⎪⎪
⎨
⎪⎪⎩

1 if k ∈ Ω(w),
0 otherwise.

Note that our δ0 is the Kronecker delta function on Zqn−1 with values in {0, 1} ⊆ Fp .

Lemma 4.1 Let ζ be a primitive element of Fqn and let w ∈ [0, n]. If q = 2, further
assume that w /= n. _en σw(ζ k) = Fζ[δw](k), k ∈ Zqn−1.

Proof Note σ0(ζ k) = 1 for each k and so σ0(ζ k) = Fζ[δ0](k). Now let 1 ≤ w ≤ n.
By deûnition and the assumption that (q,w) /= (2, n), we have

σw(ζ k) = ∑
0≤i1<⋅⋅⋅<iw≤n−1

ζ k(q i1+⋅⋅⋅+q iw ) = ∑
j∈Zqn−1

δw( j)ζ k j = Fζ[δw](k).

_ese functions are related to various mathematical objects in the literature. Let
m < q, let r1 , . . . , rm ∈ [1, n − 1], and let c0 , . . . , cn−1 ∈ [0,m − 1] such that ∑m

i=1 r i =
∑

n−1
j=0 c j . View each δr1 , . . . , δrm as having values in Z. _en one can show that

δr1 ⊗ ⋅ ⋅ ⋅ ⊗ δrm((c0 , . . . , cn−1)q)

is the number of m × n matrices, with entries in {0, 1} ⊂ Z, such that the sum of the
entries in row i, 1 ≤ i ≤ m, is r i , and the sum of the entries in column j, 0 ≤ j ≤ n − 1,
is c j . Matrices with 0–1 entries and prescribed row and column sums are classical
objects appearing in numerous branches of pure and applied mathematics, such as
combinatorics, algebra and statistics. See the surveys in [2] and [21, Chapter 16].
An application of Lemma 1.3 yields the following suõcient condition for the exis-

tence of irreducible polynomials with a prescribed coeõcient.
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Lemma 4.2 Fix a prime power q and integers n ≥ 2 and 1 ≤ w ≤ n. Fix c ∈ Fq . If
q = 2, further assume that w /= n. If the function ∆w ,c ∶Zqn−1 → Fq given by

∆w ,c = δ0 − ((−1)wδw − cδ0)⊗(q−1)

has least period r satisfying r ∤ (qn − 1)/Φn(q), then there exists an irreducible poly-
nomial P(x) of degree n over Fq with [xn−w]P(x) = c.

Proof Take h(x) = (−1)wσw(x) − c ∈ Fq[x] in Lemma 1.3. Since σw(Fqn) ⊆ Fq , we
can pick L = Fq . _us S(x) ∈ Fq[x] is given by

S(x) = [1 − ((−1)wσw(x) − c)q−1] mod (xqn−1 − 1).

Let ζ be a primitive element of Fqn . By Lemma 4.1, the linearity of the DFT, and the
fact that c = Fζ[cδ0], we have

S(ζ i) = 1 − ((−1)wσw(ζ i) − c)q−1 = Fζ[δ0](i) − (Fζ[(−1)wδw − cδ0](i))q−1 .

Since the product of DFTs is the DFT of the convolution, then as a function on Fqn

S = Fζ[δ0] − Fζ[((−1)wδw − cδ0)
⊗(q−1)

] = Fζ[δ0 − ((−1)wδw − cδ0)
⊗(q−1)

]

= Fζ[∆w ,c].

_us S(ζm) = ∑
qn−2
i=0 ∆w ,c(i)ζmi for each m ∈ Zqn−1. As S(x) is already reduced

modulo xqn−1−1, it follows (from the uniqueness of theDFTof a function) that S(x) =
∑

qn−2
i=0 ∆w ,c(i)x i . Since the least period of ∆w ,c is not a divisor of (qn − 1)/Φn(q) by

assumption, Lemma 1.3 implies h(x) has an irreducible factor P(x) of degree n over
Fq . Any of the roots ξ of P(x) must satisfy h(ξ) = 0, that is, (−1)wσw(ξ) = c. _is
is the coeõcient of xn−w in P(x). Hence [xn−w]P(x) = c with P(x) irreducible of
degree n over Fq .

Note that the delta functions also satisfy the property that

(4.1) δw((a0 , . . . , an−1)q) = δw((aρ(0) , . . . , aρ(n−1))q)

for every permutation ρ of the indices in [0, n − 1]. In particular such functions have
a natural well-studied dyadic analogue in the symmetric Boolean functions. _ese are
Boolean functions f ∶Fn

2 → F2 with the property that

f (x0 , . . . , xn−1) = f (xρ(0) , . . . , xρ(n−1))

for every permutation ρ ∈ S[0,n−1]; hence the value of f (x0 , . . . , xn−1) depends only
on the Hamming weight of (x0 , . . . , xn−1). (See [4, 6] for some works on symmet-
ric Boolean functions.) Nevertheless in our case the domain of these δw functions
is Zqn−1 rather than Fn

2 . Although one may still represent the elements of Zqn−1 as
n-tuples, say by using the natural q-adic representation, the arithmetic here is not as
nice as inFn

2 . Onemust consider the possibility that a “carry”may occur when adding
or subtracting (this can make things quite chaotic) and also worry about reduction
modulo qn − 1 (although this is much easier to deal with). _ese issues will come up
again in the following section. _e symmetry property in (4.1) of δw and of its convo-
lutions will be exploited in the proof of Lemma 5.1 for the case when (w , c) = (n/2, 0).
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Beforewemove on to the following section, we need the fact asserted in Lemma4.4
below. First for a permutation ρ ∈ S[0,n−1] of the indices in the set [0, n − 1], deûne
the map φρ ∶Zqn−1 → Zqn−1 by φρ((a0 , . . . , an−1)q) = (aρ(0) , . . . , aρ(n−1))q . Note φρ

is a permutation of Zqn−1 with inverse φ−1
ρ = φρ−1 , for each ρ ∈ S[0,n−1]. For k ∈ Zqn−1,

let є i(k), 0 ≤ i ≤ n − 1, denote the digit of q i in the q-adic form of its canonical
representative. _us 0 ≤ є i(k) ≤ q − 1. For a, b ∈ Zqn−1 with a + b /= 0, it is clear
that if є i(a) + є i(b) ≤ q − 1, then є i(a + b) = є i(a) + є i(b). One can also check, for
any a, b ∈ Zqn−1 such that є i(a) + є i(b) ≤ q − 1 holds for every 0 ≤ i ≤ n − 1, that
φρ(a+b) = φρ(a)+φρ(b) for every ρ ∈ S[0,n−1], regardless of whether or not a+b = 0.
By induction, φρ(a1 + ⋅ ⋅ ⋅ + as) = φρ(a1) + ⋅ ⋅ ⋅ + φρ(as), whenever a1 , . . . , as ∈ Zqn−1
satisfy є i(a1) + ⋅ ⋅ ⋅ + є i(as) ≤ q − 1 for every 0 ≤ i ≤ n − 1.

Deûnition 4.3 (q-symmetric) For a function f on Zqn−1, we say that f is q-sym-
metric if for all a = (a0 , . . . , an−1)q ∈ Zqn−1 and all permutations ρ ∈ S[0,n−1], we have
f (φρ(a)) = f (a), i.e., f ((aρ(0) , . . . , aρ(n−1))q) = f ((a0 , . . . , an−1)q).

Note that the δw functions are q-symmetric. Because є i(m) ≤ 1 for each

m ∈ supp(δw) = Ω(w)

and each 0 ≤ i ≤ n− 1, it follows from Lemma 4.4 that the convolution of at most q− 1
delta functions is also q-symmetric.

Lemma 4.4 Let R be a ring and let f1 , . . . , fs ∶Zqn−1 → R be q-symmetric functions
such that for each ak ∈ supp( fk), 1 ≤ k ≤ s, we have є i(a1) + ⋅ ⋅ ⋅ + є i(as) ≤ q − 1 for
every 0 ≤ i ≤ n − 1. _en f1 ⊗ ⋅ ⋅ ⋅ ⊗ fs is q-symmetric.

Proof Recall that the assumption on the supports imply that φτ(a1 + ⋅ ⋅ ⋅ + as) =
φτ(a1)+ ⋅ ⋅ ⋅+φτ(as) for any ak ∈ supp( fk), 1 ≤ k ≤ s, and any τ ∈ S[0,n−1]. Since each
fk is q-symmetric, 1 ≤ k ≤ s, then fk(a) = fk(φτ(a)) for every a ∈ Zqn−1. In partic-
ular a ∈ supp( fk) if and only if φτ(a) ∈ supp( fk); hence φτ(supp( fk)) = supp( fk).
Now let m ∈ Zqn−1 and let ρ ∈ S[0,n−1]. _en it follows from the aforementioned
observations that

( f1 ⊗ ⋅ ⋅ ⋅ ⊗ fs)(φρ(m)) = ∑
j1+⋅⋅⋅+ js=φρ(m)
j1 , . . . , js∈Zqn−1

f1( j1) . . . fs( js)

= ∑
j1+⋅⋅⋅+ js=φρ(m)

j1∈supp( f1), . . . , js∈supp( fs)

f1( j1) . . . fs( js)

= ∑
φρ−1 ( j1+⋅⋅⋅+ js)=m

j1∈supp( f1), . . . , js∈supp( fs)

f1( j1) . . . fs( js)

= ∑
φρ−1 ( j1)+⋅⋅⋅+φρ−1 ( js)=m
j1∈supp( f1), . . . , js∈supp( fs)

f1( j1) . . . fs( js)

= ∑
j1+⋅⋅⋅+ js=m

φρ( j1)∈supp( f1), . . . ,φρ( js)∈supp( fs)

f1(φρ( j1)) . . . fs(φρ( js))
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= ∑
j1+⋅⋅⋅+ js=m

φρ( j1)∈supp( f1), . . . ,φρ( js)∈supp( fs)

f1( j1) . . . fs( js)

= ∑
j1+⋅⋅⋅+ js=m

j1∈φρ−1 (supp( f1)), . . . , js∈φρ−1 (supp( fs))

f1( j1) . . . fs( js)

= ∑
j1+⋅⋅⋅+ js=m

j1∈supp( f1), . . . , js∈supp( fs)

f1( j1) . . . fs( js)

= ∑
j1+⋅⋅⋅+ js=m

j1 , . . . , js∈Zqn−1

f1( j1) . . . fs( js)

= ( f1 ⊗ ⋅ ⋅ ⋅ ⊗ fs)(m),

as required.

5 The Least Period of ∆w,c and the Proof of Theorem 1.1

In this section we prove in Lemma 5.1 that the least period of the ∆w ,c function of
Lemma 4.2 is not a divisor of (qn − 1)/Φn(q), at least in the cases which suõce for a
proof of _eorem 1.1. We note that the proof of Lemma 5.1 is of a rather elementary
and constructive type nature. _ere we treat the cases when c /= 0 and c = 0 separately.
We remark that a version of the case when c /= 0 and its combinatorial argument was
given in [11]. For the sake of completeness, for the case when c /= 0, we include a proof
in the same spirit (see Case 1 of the proof that follows).
First, for an integer k = ∑∞i=0 є i(k)q i , we let sq(k) = ∑∞i=0 є i(k) denote the sum of

the q-digits of k.

Lemma 5.1 Let q be a power of a prime, let n ≥ 2, let w be an integer with 1 ≤ w < n,
and let c ∈ Fq . If c = 0 and n = 2, assume that q is odd. If c /= 0, further assume that
w < n − 1. _en the least period r of ∆w ,c is not a divisor of (qn − 1)/Φn(q).

Proof First, by the binomial theorem for convolution,

((−1)wδw − cδ0)
⊗(q−1)

=
q−1

∑
s=0

(
q − 1
s

)(−c)q−1−s(−1)wsδ⊗s
w

=
q−1

∑
s=0

(
q − 1
s

)((−1)w+1c)−sδ⊗s
w .

Hence

∆w ,c ∶= δ0 − ((−1)wδw − cδ0)
⊗(q−1)

= −
q−1

∑
s=1

(
q − 1
s

)((−1)w+1c)−sδ⊗s
w .

By Lucas’ theorem, none of the binomial coeõcients above are 0 modulo p, where p
is the characteristic of Fq . Now note that for any m ∈ Zqn−1, δ⊗s

w (m) is the number,
modulo p, of ways to writem as a sum of s ordered values in Ω(w). Next we treat the
cases when c /= 0 and c = 0 separately.

Case 1 (c /= 0): Here we closely follow the combinatorial argument given in [11].
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Now it is known thatm ∈ supp(∆w ,c) if and only if there exists a unique 1 ≤ s ≤ q−1
such that m ∈ supp(δ⊗s

w ). In particular ifm ∈ supp(∆w ,c), then sq(m mod (qn−1)) ≤
(q − 1)w. _is implies that supp(∆w ,c) ∩ {qn − 1, qn − 2, . . . , qn − q} = ∅ if w < n − 1.
By Lemma 4.4, ∆w ,c is q-symmetric. For each m ∈ supp(∆w ,c) and each permu-

tation ρ ∈ S[0,n−1], we have ∆w ,c(φρ(m)) = ∆w ,c(m) and thus φρ(m) ∈ supp(∆w ,c).
If r ∣ (qn − 1)/Φn(q), then supp(∆w ,c) is closed under addition and subtraction of
(qn − 1)/Φn(q) modulo qn − 1, namely, ∆w ,c(m + kr) = ∆w ,c(m) implies that if
m ∈ supp(∆w ,c), then m + kr ∈ supp(∆w ,c).

In the following, we prove our statement by contradiction. Namely, if r ∣ (qn −
1)/Φn(q), then we can ûnd an element in supp(∆w ,c) that is greater than or equal to
qn −q. For n /= 2, 6, we must have (qn − 1)/r ≥ Φn(q) > q2. If 1 < єn−1(m), єn−2(m) <
q − 1, we can add multiples of r to m so that m′ = m + kr satisûes that єn−1(m′) =
єn−1(m) and єn−2(m′) = єn−1(m)+1. Permuting the highest two signiûcant positions
(say σ) and subtracting kr, we obtain another element m′′ = σ(m′)−kr ∈ supp(∆w ,c)
such that єn−1(m′′) = єn−2(m) + 1 and єn−2(m′′) = єn−1(m) − 1. _at is, we can ûnd
an element m′ ∈ supp(∆w ,c) such that m′ −m = qn−1 − qn−2. Continuing to do this,
we can ûnd an element, say m, by abuse of notation, in supp(∆w ,c) such that one of
єn−1(m) and єn−2(m) is 0 or q − 1.
For each m ∈ supp(∆w ,c), we can ûnd a sequence of permutations so that any two

digits є i(m) and є j(m) ofm could bemoved to the highest signiûcant positions. _is
means that we have another element m′ in supp(∆w ,c) so that єn−1(m′) = є i(m),
єn−2(m′) = є j(m), and єk(m′) (0 ≤ k ≤ n − 3) must be one of єt(m) such that
t /= i , j. Hence, repeating the above procedures, we can ûnd another element, say m,
in supp(∆w ,c) such that all digits except atmost one equal to 0 or q−1. Without loss of
generality, we assume єn−1(m) = a. Becausew < n− 1, we have at least one j such that
є j(m) = 0. Again, without loss of generality, we assume that єn−2(m) = 0. If a /= 0,
applying the same procedure as above, we can obtain an element m′ ∈ supp(∆w ,c)
such that єn−2(m′) = q − 1 and єn−1(m′) = a − 1. Similarly, we can ûnd an element in
supp(∆w ,c) such that all digits equal to q−1 except є0. _is contradicts to supp(∆w ,c)∩
{qn − 1, qn − 2, . . . , qn − q} = ∅.

If a = 0, then all digits of m are either 0 or q − 1. Applying the above procedure on
єn−1(m) = q−1 and єn−2(m) = 0, we can obtainm′ ∈ supp(∆w ,c) such that єn−1(m′) =
q − 2 and єn−2(m′) = q − 1. _en we always turn the other 0 digits into q − 1 digits.
Eventually we have an element in supp(∆w ,c) such that each digit except the least
signiûcant digit is q−1. _is contradicts supp(∆w ,c)∩{qn −1, qn −2, . . . , qn −q} = ∅.
For n = 2, we have r ∣ q − 1. If m ∈ supp(∆w ,c), then there exists a k such that

m + k(q − 1) ∈ supp(∆w ,c) and m + k(q − 1) > q2 − q, a contradiction.
For n = 6, (qn − 1)/Φn(q) = q4 + q3 − q− 1. Ifm contains at most three q− 1 digits

in its q-ary expansion, then єn−2(m+(qn − 1)/Φn(q)) = єn−2(m)+ 1. Permuting the
highest signiûcant two digits ofm + (qn − 1)/Φn(q) and subtracting (qn − 1)/Φn(q)
from it, we obtain an element m′ ∈ supp(∆w ,c) such that єn−1(m′) = єn−2(m) + 1
and єn−2(m′) = єn−1(m) − 1. In this way, we can ûnd an element in supp(∆w ,c) with
four q − 1 digits. Without loss of generality, we can assume that m ∈ supp(∆w ,c) such
that єn−1(m) = q − 1 and є2(m) = є1(m) = є0(m) = q − 1, namely, m has the q-ary
representation q−1, a, b, q−1, q−1, q−1. Subtracting (qn−1)/Φn(q) fromm, we obtain
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an element in the support such that its q-ary representation is q − 1, a − 1, b, 0, 1, 0.
Permuting the highest two signiûcant digits and adding (qn − 1)/Φn(q) back, we
obtain m′ ∈ supp(∆w ,c) such that m′ has q-ary representation a, 0, b, q− 1, q− 1, q− 1.
However, m′ and m have diòerent weights, which is a contradiction.

Case 2 (c = 0): Note ∆w ,0 = δ0−δ⊗(q−1)
w and ∆w ,0(0) = 1. _us ∆w ,0(r) = ∆w ,0(0+r) =

1. Since 0 < r < qn − 1, necessarily δ⊗(q−1)
w (r) = −1. In particular, r ∈ supp(δ⊗(q−1)

w )
and sq(r) = (q−1)w. Because 1 ≤ r < qn−1 is a period of ∆w ,0, so is r′ = qn−1−r with
1 ≤ r′ < qn − 1. _en the previous arguments similarly imply that sq(r′) = (q − 1)w.
Given that sq(r′) = (q − 1)n − sq(r), it follows w = n/2 and sq(r) = (q − 1)n/2. In
particular, n is even and ∆w ,0 = ∆n/2,0 = δ0 − δ

⊗(q−1)
n/2 .

Consider the case when n > 2. Suppose not all digits of r are the same. (Since
sq(r) = (q − 1)n/2, it is equivalent to supposing that r /= (qn − 1)/2; this is the case
in particular when q is even.) Clearly either there exists k ∈ [0, n − 2] such that
rk > rk+1 or the sequence r0 , . . . , rn−1 is non-decreasing. Suppose the former holds.
Fix any such k and let σ be the permutation of [0, n − 1] which ûxes each index in
[0, n − 1] ∖ {k, k + 1} and maps k ↦ k + 1 and k + 1↦ k. _us

φσ(r) = rkqk+1 + rk+1qk + ∑
i∈[0,n−1]∖{k ,k+1}

r iq i

> rk+1qk+1 + rkqk + ∑
i∈[0,n−1]∖{k ,k+1}

r iq i = r,

since rk > rk+1. Because φσ(r) is obtained via a permutation of the digits of r, and
0 < r < qn − 1, then 0 < φσ(r) < qn − 1. Now note

φσ(r) − r = (rk − rk+1)qk+1 − (rk − rk+1)qk

= (rk − rk+1 − 1)qk+1 + (q − (rk − rk+1))qk .

Since 1 ≤ rk − rk+1 ≤ q − 1, it follows that the above coeõcients are contained in
the set [0, q − 1]; hence this is the q-adic form of φσ(r) − r and one can see that
sq(φσ(r) − r) = q − 1.
Because δn/2 is q-symmetric with є i(m) ≤ 1 for each m ∈ supp(δn/2) = Ω(n/2)

and each 0 ≤ i ≤ n − 1, it follows from Lemma 4.4 that δ⊗(q−1)
n/2 is q-symmetric. In

particular δ⊗(q−1)
n/2 (φσ(r)) = δ⊗(q−1)

n/2 (r). Since φσ(r) /= 0, then

∆n/2,0(φσ(r)) = −δ⊗(q−1)
n/2 (φσ(r)) = −δ⊗(q−1)

n/2 (r) = 1;

hence φσ(r) ∈ supp(∆n/2,0). Given that ∆n/2,0 is r-periodic, we have

φσ(r) − r ∈ supp(∆n/2,0).

Since 0 < φσ(r) − r < qn − 1, then φσ(r) − r ∈ supp(δ⊗(q−1)
n/2 ). It follows that

sq(φσ(r) − r) = (q − 1)n/2,

contradicting sq(φσ(r) − r) = q − 1 with n > 2. Necessarily the q-digits r0 , . . . , rn−1
of r must form a non-decreasing sequence. Since not all digits of r are the same, in
particular rn−1 > r0.

https://doi.org/10.4153/CJM-2017-022-1 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-2017-022-1


1388 A. Tuxanidy and Q. Wang

Since ∆n/2,0 is r-periodic, it is r′′ ∶= (qr mod (qn−1))-periodic. Note that 0 < r′′ <
qn − 1 and r′′ = (rn−1 , r0 , r1 , . . . , rn−2)q . However observe that r0 = є1(r′′) < є0(r′′) =
rn−1. _en we can reproduce the previous arguments with r and k substituted with
r′′ and 0, respectively, to obtain a contradiction. _us for n > 2, it is impossible that
∆n/2,0 is r-periodic if 0 < r < qn − 1 and not all digits of r are the same. In particular
when q is even and n > 2, ∆n/2,0 must have maximum least period qn − 1.

Note that at this point we have proved that if w /= n/2, or n > 2 and q is even
with w = n/2, then r = qn − 1. In the case when q odd with n > 2 and w = n/2, we
have shown that either r = (qn − 1)/2 (all digits of r are the same) or no such r with
0 < r < qn − 1 can be a period of ∆n/2,0 (when not all digits of r are the same), whence
the least period of ∆n/2,0 must be the maximum, qn − 1.
Consider now the case with n = 2 and q odd. Here w = n/2 = 1 and we claim that

r > q − 1. On the contrary, suppose r ≤ q − 1. Since sq(r) = (q − 1)n/2 = q − 1, it
follows that r = q − 1. Note that there is exactly one way to write r = q − 1 as a sum of
q − 1 ordered elements in Ω(1) = {1, q}, namely as q − 1 = 1 + ⋅ ⋅ ⋅ + 1, a total of q − 1
times. _us δ⊗(q−1)

1 (r) = 1. _is contradicts the fact (see the beginning of the proof
of Case 2) that δ⊗(q−1)

1 (r) = −1 with q odd. Hence the claim follows.
It remains to notice that the least period r of ∆w ,c satisûes r > (qn − 1)/Φn(q)

in every case here, and hence r ∤ (qn − 1)/Φn(q). Indeed, this follows immediately
from the fact that Φn(q) > q − 1 for n ≥ 2. In the case of n = 2 with w = 1, we have
r > q − 1 = (q2 − 1)/(q + 1) = (q2 − 1)/Φ2(q) as well. _is concludes the proof of
Lemma 5.1.

Proof of_eorem 1.1 It is elementary to show that every element of F∗q is the norm
of an element of degree n over Fq [18]. _us we may assume w < n. If w = n − 1, we
claim that the number of monic irreducible polynomials with prescribed coeõcient
of x is positive. Indeed, by Carlitz’s result [5], there exists an irreducible polynomial
with both arbitrarily prescribed trace and nonzero norm coeõcients, and then the
claim follows by taking the appropriate monic reciprocal. _e other cases follow from
Lemma 5.1 together with Lemma 4.2.

Acknowledgement We thank the anonymous referee for several helpful suggestions.
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