
802  MRS BULLETIN     •      VOLUME 38   •      OCTOBER 2013     •    www.mrs.org/bulletin   © 2013 Materials Research Society 

             Introduction 
 A qubit is the basic unit of information in a quantum computer. 

In contrast to binary “bits” that can have only two values (0 or 1) 

and upon which Boolean logic is based, a qubit can be in 

any coherent superposition between two quantum states.  1   The 

physical realization and control of qubits is very challenging. 

A range of qubit implementations is being explored, including 

in liquids,  2   atoms,  3   and in solids such as superconductors  4   and 

semiconductors.  5   Loss of coherence is a major issue: In principle, 

the qubit should be completely isolated from unwanted external 

fl uctuations in its environment in order to maintain its quantum 

state. However, a completely isolated qubit would not allow for 

interactions, such as entanglement, that are necessary to perform 

quantum manipulations and computing. Even if a single qubit 

can be fabricated, scalability is a major issue. 

 In principle, a wave function on an isolated atom would 

provide an intuitive, well-defi ned, and well-understood quan-

tum state for use as a qubit. Unfortunately, isolated atoms do 

not easily lend themselves to incorporation in a quantum device; 

complex approaches such as ion traps or optical lattices  3   are 

required to constrain the atoms or ions. It turns out, however, 

that point defects in semiconductors or insulators can display 

behavior that is very similar to that of isolated atoms, as 

illustrated in   Figure 1  . The electronic states associated with 

a vacancy, for instance, tend to have energies that lie within the 

forbidden bandgap, and their wave functions are constructed 

out of atomic orbitals on the neighboring atoms and are hence 

very localized—on the scale of atomic dimensions. Invoking 

similarities with wave functions on isolated atoms is therefore 

quite appropriate. The advantage of point defects is that they 

are fi rmly embedded within the host material, and decades 

of investigation and characterization have provided us with 

many tools for controlling and manipulating such defects.     

 Point defects tend to have a bad reputation. When uninten-

tionally present in semiconductors, they can adversely affect the 

desired doping behavior and lead to degraded electronic or opti-

cal properties. The semiconductor community has therefore gone 

to great lengths to build a thorough understanding of such defects 

and to develop exquisitely precise characterization techniques,  6 – 8   

such as electron spin resonance and photoluminescence. This 

knowledge and toolset can now be constructively employed to 

design and manipulate point defects for use as qubits. 

 The schematic provided in  Figure 1  is a qualitatively cor-

rect but highly simplifi ed description. A serious approach to 

designing defects needs to be based on a rigorous quantum-

mechanical description. For isolated atoms, we would solve 

the Schrödinger equation. The electronic structure of a solid, 

however, presents a very complicated many-body problem. 

Density functional theory (DFT)  9 , 10   provides an accurate and 

reliable approach to tackling this issue; it has become the 
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standard approach for calculating structural and electronic 

properties of solids in general, and point defects in solids in 

particular.  11   While DFT is, in principle, exact, practical cal-

culations require approximations, in particular the choice of 

a particular functional. This functional expresses the depen-

dence of the exchange-and-correlation potential, which encap-

sulates the complex many-body aspects of the problem, on the 

ground-state electronic charge density, which is the central 

quantity in DFT. The most commonly used functionals, namely 

the local density approximation (LDA) and the generalized 

gradient approximation (GGA), do a reasonable job of pre-

dicting structural properties, but fall short in the description 

of electronic structure. Specifi cally, they underestimate the 

bandgap of semiconductors or insulators, sometimes by more 

than 50%. This is obviously a big problem when trying to 

quantitatively assess the energies of defect states within the 

bandgap. Hybrid functionals, which combine traditional GGA 

with non-local Fock exchange, have been shown to success-

fully overcome this problem  12   and provide accurate results for 

bandgaps as well as for the structure, energetics, and electronic 

structure of defects in a wide range of materials.  13    

 The nitrogen-vacancy center in diamond 
 The prototype point-defect qubit is the nitrogen-vacancy (NV) 

center in diamond,  8 , 14   which consists of a nitrogen impurity 

next to a carbon vacancy ( Figure 1d ); this center can be ini-

tialized, manipulated, and read out at room temperature using 

optical and microwave excitations, and electric and magnetic 

fi elds.  15     Figure 2   illustrates the electronic structure of this 

center, as calculated using hybrid DFT.  16       

 The positioning of the defect states within 

the gap follows the generic pattern of  Figure 1d  

(with the addition of spin polarization), but 

quantitative differences occur. For instance, the 

 a   1  (1) states are not located within the bandgap 

but are resonant in the valence band. These 

bonding states do not play a direct role in the 

functionality as a spin center, and hence their 

energy is not directly relevant. The states that 

are of key importance are the spin-down  a   1  (2) 

and  e   x   , e   y   states: Laser light of appropriate wave-

length can cause a spin-conserving transition 

in which a spin-down electron is excited from 

an  a   1  (2) state to an  e   x  / e   y   state; this corresponds 

to excitation from an  3 A 2  ground state to 

an  3 E excited state. The details of the opera-

tion of the NV center require a description 

in terms of such multiparticle states; this is 

described in great detail in a series of articles 

in the February 2013 issue of  MRS Bulletin .  17   

However, the single-particle picture presented 

in  Figure 2  is suffi cient to discuss the basic 

features of the NV center that are key to design-

ing similar point-defect centers. The defect 

states follow the pattern of  Figure 1d , but spin 

polarization leads to different energies for spin-up and spin-

down states. Six electrons need to be accommodated in the 

defect states: Each dangling bond on a C atom contributes one 

electron, while the dangling bond on the N atom contributes 

two electrons due to the higher valence of nitrogen. In addi-

tion, an extra electron (provided by donors elsewhere in the 

material) is present that puts the center in a negative charge 

state. Filling the electronic states in order of increasing energy 

leads to the occupation shown in the fi gure, resulting in a spin-1 

(triplet) state for the center. 

 The optical excitation energy corresponding to the tran-

sition depicted by the arrow in  Figure 2a  is evaluated by 

constraining the occupation to that of the excited state while 

keeping the atomic positions fi xed to those of the ground 

state. The calculated energy difference (2.27 eV) is expected 

to yield the peak energy of the absorption spectrum, since 

electronic transitions occur on a time scale much faster than 

atomic relaxations. If we subsequently allow the atomic posi-

tions to relax, maintaining the excited-state triplet electronic 

confi guration, we obtain a relaxation energy of 0.25 eV 

(the “Frank–Condon shift”), as illustrated in the diagram in 

 Figure 2b . This confi guration coordinate diagram allows the 

assessment of key features of optical absorption and emission 

processes for a point defect in which there may be signifi cant 

differences in the atomic confi gurations of ground state and 

excited state.  11   The energy difference between the excited state 

and the ground state, both with relaxed atomic confi gurations, 

corresponds to the zero-phonon line, calculated here to be 

2.02 eV, and compares well with experiment, which reported 

a value of 1.945 eV.  8   We also obtain the peak emission energy, 

  

 Figure 1.      Schematic representation of the electronic structure of a point defect in a 

tetrahedrally coordinated elemental semiconductor such as diamond. (a) The electronic 

states corresponding to the  sp 3   orbitals on an isolated C atom. (b) The superposition 

of these orbitals that gives rise to the band structure of an infi nite solid. The overlap 

of orbitals leads to bonding and antibonding states, which broaden into valence and 

conduction bands. If a carbon atom is removed, as shown in (c), a vacancy is created, 

and the four orbitals on the surrounding atoms interact with each other in the tetrahedral 

environment to give rise to states with  a 1   and  t 2   symmetry. Because the interaction between 

these orbitals is weaker than the C-C interaction that gives rise to the bands in the solid, the 

defect-related electronic states lie within the bandgap of the semiconductor. A symmetry-

lowering perturbation, such as incorporation of a nitrogen atom on one of the sites around 

the vacancy (d), further splits the  t 2   states. Adapted from Reference 16.    
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at 1.80 eV, in good agreement with the experimental value 

of 1.76 eV.  8   

 The good agreement with experiment (to within 0.1 eV) is 

particularly impressive given that the calculations are completely 

 ab initio  and involved no fi tting to any experimental quan-

tities. In addition to optical emission, a non-spin-conserving 

decay path also exists that includes a nonradiative transition 

to an intermediate spin-singlet  1 A 1  state. This transition plays 

a key role since it allows the center to be optically initialized 

into a specifi c spin sublevel. Recent calculations and experi-

ments place the  1 A 1  state 1.19 eV above the  3 A 2  ground state.  18     

 Criteria for point defects to function as qubits 
 The thorough and quantitative understanding achieved for the 

NV center in diamond renders it an ideal prototype for gener-

ating a list of design criteria that other qubit candidates should 

satisfy.  16   The highly localized nature of the bound states of the 

NV center is critical in making a robust qubit and isolating the 

center from sources of decoherence; indeed, coherence times 

of over half a second have recently been demonstrated.  19   In 

combination with on-chip microwave-frequency waveguides 

that enable quantum-control operations on sub-nanosecond 

time scales,  20   tens of millions of coherent operations can be 

performed within this spin coherence time. 

 The localized nature of the NV-center wave functions is 

directly related to the position of the relevant states within the 

bandgap: States that are close to, or resonant with, the conduction 

or valence bands of the host will more strongly interact with 

the extended states and be more delocalized. It 

is the energetic separation of band-to-band and 

defect-to-band from intra-defect optical transi-

tions that allows the defect to be initialized and 

measured with high fi delity at room tempera-

ture and even well above room temperature.  18   

This offers signifi cant advantages over qubit 

implementations that require initialization by 

thermal equilibration and need cryogenic tem-

peratures to operate. The energy difference 

between ground and excited states must also 

be large to avoid thermal excitations, avoiding 

the destruction of spin information. 

 In addition to the energetic position of the 

defect states, the occupation of these states 

is also important. To function as a single-spin 

center, the defect must be stable in a paramag-

netic ground state. As illustrated previously for 

the NV center (see  Figure 2 ), this involves an 

exercise in electron counting: placing electrons 

in states of increasing energy and checking the 

spin state for each of those confi gurations. We 

saw that for the NV center, the desired S = 1 

state required an overall negative charge state 

of the center; by fortunate coincidence, the 

Fermi level in nitrogen-doped diamond (which 

is determined by isolated N atoms acting as 

deep donors) occurs at the right energy to put the NV center 

in a singly negative charge state. However, for other defects 

being considered as qubits, one may not be so lucky, and obtain-

ing the correct spin state (and hence charge state) may require 

separate manipulation of the Fermi level through judicious 

incorporation of donors or acceptors. An example in the case 

of SiC is mentioned later in the text. 

 In addition to the ground state, the electronic structure of 

the defect must allow for an excited state positioned within 

the bandgap and accessed via a spin-conserving intra-defect 

optical transition. As alluded to earlier, the presence of a 

non-spin-conserving decay path can be important for initial-

ization; the nature of these nonradiative transitions is still 

a subject of active research, which currently renders it dif-

fi cult to formulate specifi c criteria that would ensure that such 

a path be present. Finally, if the qubit is to be probed by the 

luminescence from an excited state, the transition should be 

spin-conserving, and the strength of this transition should be 

large enough to enable effi cient, high fi delity measurement 

of individual defect states. 

 As for the host material, a wide bandgap is desirable if 

band-to-band and defect-to-band transitions are to be avoided. 

Bandgaps as well as other relevant properties of some tetrahe-

drally coordinated hosts are listed in   Table I  . The host should 

exhibit small spin-orbit coupling in order to avoid decoherence 

through spin fl ips of the defect states. The spin-orbit splitting 

of the valence-band maximum can be taken as indicative of 

the strength of the spin-orbit interaction. Also, the constituent 

  

 Figure 2.      (a) Electronic structure of the negatively charged nitrogen-vacancy (NV) center 

(NV –1 ) in diamond, as calculated with hybrid density functional theory.  16   Optical excitation 

(vertical green arrow) can lift an electron out of the spin-down  a 1  (2) state into an  e   x  / e   y   

state. (b) Calculated confi guration coordinate diagram for the NV center. The lower curve 

indicates the energy of the defect in its electronic ground-state confi guration ( 3 A 2 ) as a 

function of a generalized coordinate, which measures the displacements of atoms. The 

upper curve corresponds to the  3 E excited state. The zero-phonon line (ZPL) represents 

a transition between the two confi gurations in their relaxed atomic confi gurations; the 

intensity of this ZPL tends to be weak if these atomic confi gurations are very different 

(i.e., if large relaxations occur). Peaks in the optical absorption and emission curves will 

correspond to the “vertical” transitions (green and red arrows) for which the atomic positions 

remain fi xed. Adapted from Reference 16.    
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elements should have naturally occurring isotopes of zero 

nuclear spin, making it possible to eliminate spin bath effects. 

Host materials that are available in single-crystal form are 

preferred, either as bulk crystals or epitaxial layers; high struc-

tural quality is essential to suppress interactions with point 

defects or extended defects, or with paramagnetic impurities that 

could affect the defect spin state. The ability to easily process 

the host material (e.g., with standard wet etching techniques) 

is also an asset when considering future device development.     

 Defects with optical transitions in the near-infrared 

(0.89–1.65 eV) or visible (1.65–3.10 eV) regions of the spec-

trum are favored because of the ready availability of optical 

equipment compatible with these energies. The requirement 

that defect states lie well away from the band edges then 

points toward host materials that have suffi ciently wide band-

gaps. Such hosts will typically be fairly ionic and/or contain 

constituents taken from the fi rst few rows of the periodic 

table. Diamond, with a bandgap of 5.5 eV, clearly fi ts; and 

staying with the Group IV elements, SiC is an obvious can-

didate. Among compounds, oxides tend to have large gaps 

and may satisfy a number of the other criteria such as zero 

nuclear spin. Nitrides such as GaN and AlN also have large 

bandgaps, and availability of these materials is rapidly increas-

ing due to their use for solid-state lighting and power elec-

tronics. Nitrogen does not have zero nuclear spin, but this is 

not necessarily a strict requirement.   

 Qubits in SiC 
 Silicon carbide is closely related to diamond in structural and 

electronic properties. It is tetrahedrally coordinated, every C 

being surrounded by four Si atoms, and vice versa .  A silicon 

vacancy in SiC is therefore surrounded 

by four C atoms and may be expected 

to exhibit behavior very similar to a 

vacancy in diamond. The most com-

mon polytypes, 4H- and 6H-SiC, have 

wide bandgaps of 3.27 eV and 3.02 eV, 

respectively.  21   The use of defects in SiC 

for spintronics was proposed by Gali 

in 2010,  22   and recent experiments have 

demonstrated that certain defects in SiC 

exhibit optically addressable spin states 

with long coherence times.  23 , 24   Hybrid 

functional calculations for the Si vacancy 

and for an NV center in 4H-SiC have 

indicated that these defects are indeed 

promising qubit candidates.  16 , 25     

 NV center in SiC 
 Since a Si vacancy in SiC is expected 

to behave similarly to a vacancy in dia-

mond, placing an N atom next to the Si 

vacancy should create a center similar 

to the NV center in diamond. To obtain 

a spin-triplet ground state, the (N C -V Si ) 

center should be negatively charged.  16 , 25   Hybrid functional 

calculations have indicated that in 4H-SiC, this requires the 

Fermi level to lie between 1.60 eV and 2.83 eV above the 

valence band. Unlike the fortuitously favorable situation in 

diamond, judicious Fermi-level engineering (through con-

trolled doping) is required here to achieve the desired charge 

state. 

 The calculated confi guration coordinate diagram for the 

NV center in 4H-SiC (from Reference 16) is shown in   Figure 3  . 

The optical transitions occur at about half the energy of those 

for the NV center in diamond; for instance, the zero-phonon 

line (ZPL) of the NV center in 4H-SiC occurs at 1.09 eV, 

compared with 2.02 eV for the NV in diamond. This difference 

is due to the larger lattice constant of SiC compared to dia-

mond, which leads to a smaller overlap among the carbon  sp 3   

dangling-bond orbitals, and hence smaller splitting between 

the  a   1  (2) and  e  levels. This defect has not yet been observed 

experimentally.       

 Silicon vacancy in SiC 
 Silicon vacancies have also been detected in various polytypes of 

SiC. Three zero-phonon lines in the photoluminescence spec-

trum of 6H-SiC, located in the near infrared between 1.35 eV 

and 1.45 eV, have been attributed to silicon vacancies at 

the three inequivalent sites in 6H-SiC:  26 , 27   V Si (h), V Si (k1), and 

V Si (k2); “k” and “h” indicate quasi-cubic and quasi-hexagonal 

sites, respectively. Various fi rst-principles calculations  25 , 28   have 

indicated that V Si  incorporates in a high spin state in 3C- and 

4H-SiC and may act as a suitable qubit for quantum comput-

ing in these and other polytypes of SiC. Specifi cally, recent 

calculations  25   show that V Si  
–2  is stable in  n -type 4H-SiC and 

 Table I.      Relevant properties of potential host materials.  

Material  Bandgap (eV) Spin-Orbit Splitting (meV) Stable Spinless Nuclear Isotope  

 Diamond   5.5 6 Yes 

 3C-SiC  2.2 10 Yes 

 4H-SiC  3.2 38 6.8 Yes 

 6H-SiC  2.86 7.1 Yes 

 AlN  6.13 36 41 No 

 GaN  3.44 17 No 

 AlP  2.45 50 (theory)  42  No 

 GaP  2.27 80 (RT) No 

 AlAs  2.15 275 (RT) No 

 ZnO  3.3 39 –3.5 Yes 

 ZnS  3.68 40 64 (RT) Yes 

 ZnSe  2.82 420 (RT) Yes 

 ZnTe  2.25 970 Yes 

 CdS  2.48 67 Yes  

    All experimental values are from Madelung,  21   unless explicitly cited otherwise. Spin-orbit splitting values 
are for low temperatures, except in cases where room temperature (RT) is indicated.     
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assumes a high spin state, due to the broken tetrahedral sym-

metry that splits the  t 2   states. Calculations also indicate that 

the charge neutral V Si  is a spin-triplet center, stable in  p -type 

as well as in insulating 4H-SiC (i.e., for Fermi level positions 

less than 1.4 eV above the valence band).  25   Optical excitation 

of V Si  preferentially pumps the system into specifi c spin sub-

levels of the ground state, as experimentally demonstrated by 

Soltamov et al.  29   for 4H- and 6H-SiC.   

 Divacancy in SiC 
 The fi rst paramagnetic defect to be coherently manipulated 

in any polytype of SiC was the divacancy in 4H-SiC.  24   

Photoluminescence spectra display a number of distinct zero-

phonon lines between 1.09 eV and 1.20 eV. Photo-enhanced 

spin resonance and annealing experiments have indicated 

that the fi rst four of these peaks, known by the singular label 

UD-2, can be attributed to the neutral divacancy.  30 , 31   This is a 

charge-neutral defect complex consisting of a carbon vacancy 

adjacent to a silicon vacancy. Such a defect can assume four 

different confi gurations in 4H-SiC, as illustrated in   Figure 4  . 

These have been shown to form localized, paramagnetic elec-

tronic states that can be spin-polarized with incident light.  24       

 The divacancy signals can be optically detected and coher-

ently controlled. A pulse of light can polarize all the defect 

spins in the ensemble, and then the ensemble can be coher-

ently manipulated with pulsed microwaves. Excitation with a 

second pulse of light and measurement of the photolumines-

cence intensity (a spin-dependent process) allow for a spin-

dependent readout of the qubit state. This procedure can be 

applied to all four inequivalent forms of the divacancy. Very 

recently, it has been shown that analogous defect centers exist 

in 3C- and 6H-SiC, which can also be manipu-

lated and optically measured.  23   The microscopic 

nature of these defects is still unknown.    

 Summary and outlook 
 The outstanding properties of the NV center in 

diamond have motivated a concerted search 

for defect centers in other hosts that can simi-

larly be used as qubits. We have outlined a 

set of criteria for defects and hosts, which can 

serve as a template for systematically inves-

tigating (or even designing) promising defect 

centers as candidate qubits. Two defects in 

SiC have been identifi ed: the silicon vacancy, 

V Si , and the N C -V Si  center. Experiments on 

optical initialization and control of divacancy 

centers have already demonstrated that SiC 

is a promising material. 

 Several new defect-based qubits have 

recently been computationally investigated: 

Chanier et al.  32   have identifi ed substitutional 

nickel impurities in diamond as potential qubits, 

and Yan et al.  33   have proposed the neutral 

V Ga -O N  complex in zinc-blende GaN. A vast 

range of defect centers in other materials remains to be 

explored. Many of the materials that can host useful single-

spin centers are already being produced with high quality 

  

 Figure 3.      (a) Electronic structure of the negatively charged nitrogen-vacancy (NV) 

center (NV –1 ) in 4H-SiC, as calculated with hybrid density functional theory. Adapted 

from Reference 16. The positions of the defect states are qualitatively similar to those 

in the NV center in diamond (Figure 2a), but they are located closer to the band edges. 

Filling the electronic states in order of increasing energy leads to the occupation shown 

in the fi gure, resulting in a spin-1 (triplet) state for the center. (b) Calculated confi guration 

coordinate diagram for the NV center in 4H-SiC. ZPL, zero-phonon line.    

  

 Figure 4.      Structure of divacancy in 4H-SiC. The complex 

consisting of a Si vacancy next to a carbon vacancy can occur 

in four different inequivalent confi gurations, two axial and two 

basal. The  hh  and  kk  forms of the divacancy are oriented along 

the  c- axis of the crystal, while the  hk  and  kh  forms are oriented 

along the basal bond directions. Adapted from Reference 16.    

https://doi.org/10.1557/mrs.2013.206 Published online by Cambridge University Press

https://doi.org/10.1557/mrs.2013.206


 QUANTUM COMPUTING WITH DEFECTS   

807 MRS BULLETIN     •     VOLUME 38     •     OCTOBER 2013     •     www.mrs.org/bulletin 

for other applications, but further advances in high-sensitivity 

characterization techniques will be required to speed up the 

search for potential qubits. Optical polarization has been 

reported for vacancy-related complexes in the cubic semi-

conductors MgO and CaO,  34 , 35   which may herald a new path 

to defect-based qubits in octahedrally coordinated semicon-

ductors. In addition, while the emphasis in the present article 

was on vacancy-related centers, other point defects (such 

as antisites) as well as impurities can be investigated in the 

same fashion. Chromium-implanted diamond leads to a fully 

polarized single-photon emitter with a sharp ZPL at 1.66 eV;  36   

however, the local structure of this defect is currently unknown. 

Substitutional transition metals may be a promising avenue 

for research since they tend to incorporate in high-spin states; 

in fact, a six-level system based on Mn has been realized in 

MgO.  37   Investigations on these and other centers offer great 

potential for qubit functionalization, but will also deepen 

our understanding of and insight in this fascinating area of 

physics.     
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